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The  project  entitled  “Accurate  description  of  multi-reference  electronic  structures  in  point-like
defects”   was  Gergely  Barcza’s   postdoctoral  program between 01.09.2017-31.08.2020.  In  this
project, the PI attempted to synthesize the main research topics of two groups of the hosting Wigner
Institute by applying ab initio computational methods developed in Örs Legeza’s group for the
description of defected solids investigated in Ádám Gali’s group.

The first year  focused on method and code development to perform post-DFT calculations, i.e., 
i) the implementation of the canonical density matrix embedding theory (DMET) [Knizia12]  and
ii)  the  construction  of  ab  initio  Hamiltonian  of  plane-wave  Kohn-Sham  orbitals  of  Quantum
Espresso (QE) [QE] density functional theory (DFT) program package according to the complete
active space (CAS) [Jensen07].
In the project, the DFT-CAS problem is solved using the ab initio density matrix renormalization
group (DMRG)[White99]  code  developed in Legeza’s group [QC-DMRG-Budapest]  which also
hosted the PI. 
In the second year, the latter computational scheme, dubbed DFT-CAS-DMRG in the following,
was preferred to investigate the many-body energy spectrum of defected boron nitride sheet  of
current experimental and theoretical interest.
In the third year, further applications of the DFT-CAS-DMRG were initiated and a novel approach
was  worked out to retrieve a portion of dynamical correlation effects.

Comparing the achieved results with the proposed work plan,  a rather technical modification is to
be noted, i.e.,  code developments related to periodic DFT calculation were integrated in the QE
package  (and not in  the VASP package as proposed in the plan).  Considering the comparable
computational  performance  of  the  two  codes,   the  open-source  QE was  preferred   due  to  its
comprehensive user-friendly documentation. The developed computational framework was applied
on current problems of budding interest. 
Furthermore, during the project period the project’s interest in  point-defected systems broadened to
study model Hamiltonians as well in order to understand the screening effect of impurities better. 

In the following,  the relevant methodological developments are outlined. Results of the published
papers are briefly summarized (with open-accessible links) whereas the manuscript of two closing
projects is appended. 

Method and code developments

a) Implementation and testing of the density matrix embedding theory (DMET)
In the beginning of the project,  the canonical DMET method with self-consistency on the total
occupation number  [Knizia12] was implemented and integrated with the Budapest DMRG program
package. Following several numerical tests on molecules which corroborate more recent findings in
the  literature  [Ye18],  it  was   concluded  that  the  control  of  accuracy  of   canonical  DMET
calculations might be nontrivial  in correlated problems of interest. Furthermore, the extension of
the concept for the accurate description of excited states is challenging in its standard framework. 



As a consequence, the PI initiated the application of the more robust  complete active space (CAS)
protocol to treat the strongly correlated orbital active space of the problem beyond DFT level of
theory. 

b) Construction of the plane-wave ab initio Hamiltonian for DFT-CAS-DMRG calculations 
In order to perform ab initio DMRG spectrum calculations, as input for the algorithm, the matrix
elements  of  the  Hamiltonian  of  the electronic system expanded in  the Kohn-Sham orbitals  are
needed, i.e., the list of the so-called one- and two-electron integrals. Such functionality is available
in standard edition of atomic quantum chemical codes, e.g., MOLPRO and ORCA.
On the contrary, in plane-wave codes, e.g., QE and VASP, which are routinely used to study ab
initio solid state problems, it was not publicly available.
As  part  of  the  project,  a  routine  package  was  developed  in  Fortran90  to  export  the  relevant
interaction parameters from the Quantum Espresso DFT-SCF ab initio code [QE]. 

The features of the current version of the in-house developed interface for constructing Hamiltonian
matrix elements are summarized as:
- the ab initio Hamiltonian of the active space is constructed according to the canonical complete
active space method (CAS) which treats the effect of the inactive electrons on mean-field level of
theory. Nevertheless, alternative scheme for constructing Hamiltonian matrix is also available to
avoid double counting effects.
-  active  space  orbitals  can  be  selected  according  to  one-electron  energy  criteria  or  to  spatial
localization
- matrix elements are stored in the FCIDUMP format defined by the MOLPRO program package
which is readable by  standard wave-function based post-SCF computational codes
- the code is partially parallelized
- the code is restricted to gamma-point only bands
- the code is readily extendable to treat screening effects 

Various tests and benchmarks confirmed the accuracy of the implementation, in particular tests were
performed  on  closed-  and  open-shell  molecular  problems  by  comparing  the  vertical  excitation
spectrum to results obtained using standard atomic codes. Note that in the first year report the CAS
method was referred to as frozen core approximation (FCA). 
The in-house code is planned to be shared with the QE community following the cleaning and full
parallelization of the code.

The developed interface has been applied to perform DMRG calculations on the generated active
space of Kohn-Sham orbitals using  the Budapest-DMRG code [QC-DMRG-Budapest] in multiple
project discussed below. 

c) Formulation and implementation of the RAS-FCI method based on many-body states
Following the mathematical derivation of an alternative formulation of the restricted active space
full configuration interaction (RAS-FCI) method [Jensen07],  a first pilot implementation of the
scheme is provided.
The method solves a list of small CAS spaces defined according to the possible RAS excitations.
The obtained many-body states provide an optimized many-body basis for the RAS Hamiltonian to
be solved compared to the canonical RAS representation. 
The method is implemented up to double excitations in the RAS space.
The extension of alternative RAS protocol for DMRG is planned as part of an subsequent project.



d) Analysis of plane-wave orbitals/bands
A code is developed to analyze properties of orbitals, e.g. symmetries, localization,  based on their
volumetric data stored in Gaussian cube format. The code might be particularly useful for periodic
SCF codes where the orbitals are expanded in plane waves and not in atomic orbitals with specific
symmetry. 

e) Developments related to the Budapest-DMRG
As part of the Budapest-DMRG package, a routine is developed to extract the weight of the leading
configurations  of  arbitrary  DMRG many-body  wave  function,  i.e.,  providing  the  configuration
interaction expansion of the DMRG states, which was used to reveal the spatial symmetry and the
multi-reference character of the vertical excited states in the related research projects.

Published papers on ab initio model of defected systems

The  potential  of  the  application  of  the  DFT-CAS-DMRG method  on  defected  semiconducting
materials  of  prominent  multi-reference  character  was  presented  on  defected   hexagonal  boron
nitride (hBN). The details of the implementation of ab initio Hamiltonian constructed in plane-wave
basis were discussed and the numerical aspects of the computational framework were illustrated on
defected  hBN nano-flakes  and periodic sheet.  In particular,  the consistency of  the many-body
DMRG energy spectrum was presented from the perspective of sample size, basis size, and active
space selection protocol.
Spectral  results  for  molecules  obtained  from  standard  quantum  chemical  atom-centered  basis
calculations  and  plane-wave   based  counterparts  show  excellent  agreement.  The  analysis  also
indicated  that  rather  large  hosting  environment  is  needed  to  reach   convergence  in  spectral
properties.  Finally,  the  spectrum  for  the  periodic  slab  was  found  in  great  agreement  with
extrapolated data for large finite clusters. 
The manuscript submitted  to Journal of Chemical Theory and Computation (impact factor 5.3) in
July of 2020, has just received two positive referee reports suggesting minor changes. It is notable
that the paper appeared on arxiv on June of 2020 has already received 2 independent citations. For
more details see https://arxiv.org/abs/2006.04557.  Following its acceptance, the published version
will be deposited in mtak repository.

The magneto-optical properties of the experimentally relevant  two-dimensional solid state defect
system, i.e., the optically active boron vacancy in hexagonal boron nitride sheet was investigated.
The project was motivated by the growing interest in two-dimensional defected semiconductors.  
In particular,  the photoluminescence spectrum investigated by DFT ab initio simulations was found
well aligned with recent experimental data. 
The in-house developed DFT-CAS-DMRG computational framework was applied to describe the
system’s  low-lying  vertical  many-body  excitation  spectrum  of  strongly  correlated  character.
Furthermore,  the spatial and spin symmetry properties of the excited states were also obtained. 
These  results  were  instrumental  in  modeling  the  corresponding  decay  routes.  The  optical
controllability  of  spin polarization of the defect  based on the proposed model  supports  recent
experimental results [Gottscholl19] and might pave the way towards the manipulation of qubits
implemented by point defects in hBN host.
The manuscript [Ivády2019], where Viktor Ivády  and the PI shared first authorship, was published
at npj Computational Materials (impact factor 8.6) in April of 2020, it has already collected more
than 10 independent citations. For more details see http://real.mtak.hu/id/eprint/100627. 

https://arxiv.org/abs/2006.04557
http://real.mtak.hu/id/eprint/100627


Brief summary of projects related to ab initio problems

In a closing project, the in-house developed  DFT-CAS-DMRG approach was applied to simulate
the energy spectrum of  magnesium-vacancy defect hosted in diamond bulk.  The energy of the
excited high-spin states as well as their optical oscillator strength were investigated on the level of
DFT-CASSCF and  DFT-CAS-DMRG. In this project, the effect of the applied exchange functional
and the sensitivity of the active space selection is also investigated providing a more consistent
picture of the system. 
Further details, i.e., a short draft of the project entitled “Highly tunable magneto-optical response
from MgV color centers in diamond” is appended to the report.

In  a  just-started  project  in  collaboration  with  Viktor  Ivády,  the  in-house  developed  DFT-CAS-
DMRG approach was used to investigate the electronic structure of hBN sheet with double boron
vacancy which has ground state with prominent  multi-reference character. 

As  an  attempt  to  overcome  the  limitations  of  the  DFT-CAS-DMRG  approach  in  capturing
dynamical correlation effects, the PI proposed an alternative formulation for restricted active space
(RAS) computational  scheme expanding the  effective Hamiltonian in  a  particularly  constructed
many-body basis which represents the low-energy states. The advantage of the proposed formalism
compared to the canonical RAS formalism is its efficiently compressed basis representation which
leads to a significant reduction in required computational efforts.
Details of the method are provided in the appended draft.

Published papers on model systems with localized impurity

The single impurity Anderson and Kondo models were studied, providing the simplest theoretical
model for interacting impurity embedded in host environment, which could pave the way toward
understanding realistic defected systems as well. 

In particular,  various ground-state properties of the single-impurity Anderson model (SIAM)  on a
tight-binding  chain  were  investigated  comparing  results  obtained  by  multiple  methods  (Bethe
ansatz,  Gutzwiller,  magnetic  Hartree-Fock,  DMRG).  The  limitation  of  all  approximations  was
discussed in details. In particular, the DMRG provides excellent data for the ground-state energy
and the magnetization for finite external fields compared to exact Bethe ansatz. In strong interaction
limit,  the amplified finite-size effects challenged the recovery of the exponentially large zero-field
susceptibility and the description of the mesoscopically large Kondo screening cloud captured by
the Gutzwiller method. 
The paper was published in  Phys. Rev. B (IF: 3.5). 
For more details see http://real.mtak.hu/id/eprint/100627. 

The  one-dimensional  single-impurity  Kondo  model  (SIKM)  of  magnetic  moment  impurity
interacting with a bath of itinerant electrons was studied in terms of various analytic and numerical
methods. Besides the ground-state energy, various correlators, e.g., local spin correlation,  impurity-
induced  magnetization,  and  corresponding  zero-field  susceptibilities  were  investigated.  The
numerically  exact  results  extrapolated  from the  DMRG method obtained on finite  chains  were
compared with data from the numerical renormalization group (NRG) method scaled as a function
of Wilson cut-off parameter. 
The paper published in Phys. Rev. B (IF: 3.5) was honored to be distinguished with the “Editor's
suggestion” remark. For more details see http://real.mtak.hu/id/eprint/113911. 

http://real.mtak.hu/id/eprint/113911
http://real.mtak.hu/id/eprint/100627


Conclusion and perspective

The primary goal of the research project was successfully accomplished yielding publications and
manuscripts  based  on  the  achieved  numerical  developments.  The  application  of   the  in-house
developed computational scheme in two currently on-going projects  also proves the blossoming
collaboration among the local research groups established by the project. 
The novel interface for post-DFT  calculations is planned to be shared with the QE community as
soon as possible.
Owing to the increasing interest  in the topic of  two-dimensional  defected solids,  the published
papers also induced intensive communication with international research groups.
Furthermore, the PI’s recent proposal (FK-20-135496) which is the organic expansion of this closed
program was  announced  to  be  supported  by  the  funding  National  Research,  Development  and
Innovation Office in August of 2020.   
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Highly tunable magneto-optical response from MgV color centers in diamond
Anton Pershin, Gergely Barcza, Ors Legeza, and Adam Gali

Wigner Research Centre for Physics, PO Box 49, H-1525, Budapest, Hungary

The defect quantum bits (qubits) have recently developed into an emerged technology
with a broad class of applications ranging from the quantum memory to quantum sensing.
Yet, despite their great promise, new types of defects are to be explored when it comes to the
large-scale applications (especially, at high temperatures) both in terms of defect types and
host materials. In this letter, we examine the potential of magnesium-vacancy in diamond to
operate as a qubit by means of evaluating the key electronic and spin properties by applying
a  robust  theoretical  analysis.  Most  shrinkingly,  we  found  that  a  remarkable  electronic
structure of MgV enables co-existence of two loosely separated spin-sates with the distinct
spectroscopic features, which can be interconverted depending on the temperature, external
strain, and defect density. These results show the first example of an unpresidential control
over the magneto-optical response from a qubit by modulating the operational conditions.

Control over the formation of defects is vital for all the emerging areas of Physics,
Chemistry, and material science, starting with electronics to photocatalysis. Although defects
generally tend to deteriorate the material  properties,  with a rational design, the impurities
play a key role in achieving, for instance, high conductivity via doping or in boosting the
catalytic activity, as e.g. for water splitting  [1]  [2]. Moreover, some defects, also known as
color  centers,  develop  new states,  that  are  well-separated  from the  band  edges  of  semi-
conductive  host  materials,  and  represent  a  platform  for  the  practical  implementation  of
quantum bits (qubits)  [3]  [4]. The capability to store and process quantum information with
the localized defect spin-states permits in turn realization of various prominent technologies,
such as quantum computers, quantum memory, and quantum sensors  [5]. Yet, the networks
of  high-fidelity  defect  qubits  are  challenging  to  achieve  in  practice,  due  to  the  rapid
decoherence caused by spin-lattice interactions in the presence of nuclear spins  [6] [7]. For
the applications in bioimaging and quantum communication, finding an appropriate qubit is
even more difficult, since specific emission wavelengths are needed to allow for the optical
readout. To this end, the most successful strategy is based on down-converting the signal
from the NV(-) center in diamond, even up to the telecommunication wavelengths (1588 nm),
but at the expense of the quantum efficiency (which drops to 17 % at best) and a complex
optical setup   [8]. Therefore, new defect configurations beyond the NV- center are of high
demand and are a subject of extensive current research  [9]  [10]. 

For  the  sake  of  applications  of  quantum information  theory,  photostability  of  the
response is another prerequisite for a successful qubit. Usually, the target charge/spin states,
that are suitable for the optical readout, are found within a narrow energy window relative to
the position of Fermi level, where the latter is controlled by the amount of doping. However,
a new Mg color center is diamond was recently reported by Lühmann et al   [11] that by
contrast exhibits remarkable photostability. Here, the photoluminescent (PL) measurements
show bright and mostly coherent emission with a pronounced zero-phonon line (ZPL) at 557
nm coming from the defect states, and notably, this color center can be implanted with high
yield. Most interestingly, the PL signal remains surprisingly stable irrespective of the density



of boron- and phosphorous-dopants.  Based on the measured polarization of absorption, the
authors  assigned  the  PL feature  to  a  magnesium-vacancy  (MgV) complex,  however,  the
charge- and spin-state of the complex was not determined, yet (although likely belonging to
either  spin-0  or  spin-1/2  manifolds,  since  no  optically-detected  magnetic  resonance  was
found in the range from 0.5 to 4 GHz  [12]).

In this letter, we carry out a robust theoretical investigation to access the role of Mg in
the formation of color centers in diamond towards identifying the origin of the photostable
experimental PL signal at 557 nm. By going through all the cycles starting with evaluating
the formation energies to computing the optical properties, we show that MgV is the most
stable  simple  defect  configuration  with  a  photostable  -1  charge  state  and  computed  PL
response  in  the  doublet  spin-manifold  in  an  excellent  agreement  with  the  experiment.
Moreover, we demonstrate that MgV(1-) center possesses an outstanding electronic structure
which  enables  coexistence  of  several  bright  transitions,  including  those  at  longer
wavelengths, that were not experimentally identified, yet. We also show the routes towards
stabilization  of  other  emission  signals  through  a  rational  control  of  operational  and
preparation  conditions,  such  as  temperature,  compressive  strain,  and  defect  density.  Our
findings  therefore  pave  the  way  towards  highly-efficient  qubits  with  the  operational
wavelengths particularly suitable for the biological applications, that were not reported for
color centers in diamond, up to date.

The optimized geometries and electronic structures of four Mg color centers, shown
in figure 1, were computed with the HSE06 density functional   [13] utilizing the projector-
augmented wave method with the kinetic energy cutoff of 400 eV. The calculation for Mg
atoms, incorporated into the 512-carbon supercell were performed with VASP package  [14].
The zero-phonon line together with the phonon sideband were computed by SCF method.
Thermodynamic stability of each defect configuration was evaluated based on the formation
energies as a function of Fermi energy (EF), given as

E form
q

( EF )=E total
q (C512 :defect )−nC μC−μMg+q (EF+EVBM )+Ecorr

q     (1) 

where  Etotal
q  is the total energy of the system in a charge state q,  μC and  μMg are chemical

potentials of C and Mg, respectively, nC is a number of carbon atoms in the supercell, EVBM  is
the calculated position of the valence band maximum in diamond. Ecorr

q  is the charged defect
correction, which was computed by SXDEFECTALIGN code  [15]. For the MgV defect, the
CASSCF method was further employed to characterize the highly-correlated states based on a
cluster of 84 C-atom as implemented in ORCA code   [16]. The validity of this model was
additionally confirmed by periodic DMRG calculations (see SI for details), that reinforces the
robustness of the computed excitation energies. 

To provide the theoretical evidences that the experimental PL signal belongs to MgV,
we first  compared the electronic structures of four simple defect configurations involving
Mg,  namely,  interstitial  and  substitutional  Mg,  MgV,  and  MgV2.  From  the  structural
viewpoint, each defect configuration is isomorphic to the respective silicon center: interstitial
and substitutional Mg exhibit Td symmetry, while Mg ion in MgV spans the middle of the
cavity formed by two vacancies, hence stabilizing  D3d configuration. In turn,  MgV2 center
essentially mimics the MgV configuration with one additional vacancy attached from side,
resulting in the symmetry lowering to C1 instead of (possibly expected) C2v. As evident from
the HSE electronic structures, shown in figure 1b, in each case, incorporation of Mg into the
diamond lattice leads to the development of photoactive localized states inside the band gap.
However,  with increasing  the amount  of vacancies,  the HOMO-LUMO gap for the most
stable charge states (see figure 2) rapidly reduces from 4.46 to 1.5 eV. Note that these values
provide a first hint for the lowest transition energy when neglecting the excitonic effects.



Interestingly, irrespective of the charge state of MgV, the difference between the eu and eg

Kohn-Sham energies (which are responsible for a ZPL of SiV -) is much smaller than 2.23 eV
where ZPL was experimentally identified. Noteworthily, in the low spin-0 configurations a
small energy separation between the frontier orbitals in MgV(0) promotes strong correlation
effects as further verified by the DMRG calculations (see SI); however, the resulting opening
of the gap is still not sufficient to explain the PL at 2.23 eV. Our findings suggest that for
MgV to be the experimentally  observed color center,  a higher lying electronic transition,
likely involving the deeper a2u localized orbital, should give rise the PL signal, at odds with
the Kasha’s rule. It also appears that the substitutional Mg is another possible source of the
green  emission.  In  the  following,  however,  we  show that  this  defect  cannot  feature  the
photostability  for  a  large  energy  range  and  is  also  less  thermodynamically  favorable  as
compared to MgV. 

The formation energies of the four Mg centers in diamond as a function of Fermi
energy are shown in figure 2. Here, none of the four centers exhibits one single charge state
within the band gap, that would have explained photostability of the ZPL. Therefore, to be
hold  for  a  sufficiently  large  energy  window,  photostability  should  come  from
photoionization, where the laser pulse of 2.35 eV continuously promotes electrons from (to)
valence (conduction) band, thereby stabilizing a unique charge state. In terms of the absolute
values  of the formation  energy, MgV is the most stable  defect  among the four,  with the
positions of charge transition levels being favorable for the optical stabilization of MgV(-1)
center.  Note that the formation energy of MgV decreases with accumulating the negative
charge that also contributes into stronger emission, as observed experimentally for the n-type
doping condition, due to larger defect density. Considering that the formation energy of a
single vacancy in diamond is ~7 eV  [17]  [18], rather surprising stabilization of MgV over
substitutional Mg defect points to a weak (repulsive) interaction between the Mg ion and
carbon lattice. This is further confirmed by artificially dispositioning Mg and V shown in
figure S1 resulting in a stabilization of the adjacent configuration by ~9 eV for each charge
state; therefore, thermal annealing ultimately drives the substitutional Mg into the formation
of  MgV  complexes.  In  turn,  photoionization  cannot  explain  the  photostability  for
substitutional Mg: the non-emissive (due to full occupation of the t levels) -2 charge state
appears  well-above the  ionization  threshold  by  ~0.4 eV,  while  photostability  of  a  single
charge state from the remaining +1, 0, and -1 would involve multi-electron transitions, which
is rather unlikely. 

To proceed, we further focused on the analysis of the electronic structure and spin
properties of MgV complexes. In the neutral charge state, MgV develops five localized levels
in a proximity of Fermi level, with two pairs of doubly degenerate (occupied eu and empty eg)
levels and one deeper lying a2u level as shown in figure 1. In stark contrast to the group-IV
elements  –  vacancy  centers,  a  small  energy  separation  between  eu and  eg permits  the
appearance of the high-spin states (both triplet and quintet) right above the ground state, as
evidenced by both HSE and multireference calculations. In turn, while the quintet state shows
D3d symmetry,  Jahn-Teller  (JT) distortion in the triplet  also adds to the stability,  yet,  not
sufficiently to drive the system out of the singlet ground state. This situation translates into
the  MgV(-1)  center  with  a  difference  that  only  one  (quartet)  high-spin  state  is  possible.
Moreover, as computed from the HSE adiabatic potential  energy surfaces,  the quartet  4Eu

appears as the ground state with the stabilization energy of 37 meV over the doublet 2Eg at the
high symmetry point. Note that both 4Eu and 2Eg states are prompt to undergo the JT distortion
resulting in a symmetry lowering to C2h upon the 2+4 relaxation scenario (two of six C-Mg
bonds become shorter than the remaining four) resulting in the JT energy of 60 and 70 meV,
respectfully.   Furthermore,  due to  small  energy offset  between  4Eu and 2Eg,  the electron-



phonon  interaction  also  interferes  with  the  alignment  of  the  spin  states.  Following  the
methodology from  [19], we corrected the adiabatic energies for the zero-point motion; here,
we found the true vibronic JT energies of 97 and 84 meV for the doublet- and quartet-state,
respectively,  that gives the final energy difference of 22 meV. Hence, the thermal energy
(~27 meV at 300 K) should be sufficient to enable the spin-conversion to the higher lying
doublet state. The further stabilization of the quartet spin-state comes with applying strain: as
shown in figure 3a, the uniaxial compressive strain pushes  4Eu  ground state towards lower
energies so that 2Eg cannot be any longer populated at room temperature. Note that such small
energy  separation  between  two  spin  states  which  ultimately  allows  for  the  temperature
control and strain engineering of the nature of ground state, is a unique situation for point
defects in diamond, to the best of our knowledge.

Next, we addressed the optical properties of the MgV(-1) center. To this end, we first
computed the absorption spectra for our cluster model by employing the CASSCF method for
a cluster model (where we again observe stabilization of 4Eu over 2Eg). As shown in figure 3a,
in the energy window below 3 eV, each 4Eg and 2Eu state feature two bright transitions which
the excitation energies separated by ~1.5 eV. The two lowest 4Eu and 2Eg are solely formed by
promoting the electrons from eu to eg orbitals and are found at ~0.7 and ~1.1 eV, respectively,
both being too small to reproduce the experimental PL spectra. As follows from the analysis
of  the  CASSCF  wavefunction  the  4A2g state  at  2.7  eV  is  governed  by  a  single  Slater
determinant that justifies the application of  SCF method, resulting in turn in the ZPL of
~2.8 eV. Therefore, these findings suggest that despite  2Eg  is higher in energy,  2Eu

(2) -  2Eg

transition  is  responsible  for  the  experimentally  observed PL signal.  To confirm this,  we
computed  the  phonon  sideband  upon  the  photoionization  scenario  from -2  charge  state,
where, due to the absence of strong correlation,  SCF method performs best. The resulting
theoretical  spectra  shown in figure 3c is  found to be in  an excellent  agreement  with the
experiment, reproducing both the position of ZPL (at 2.2 eV by the HSE calculations) and its
vibronic replicas. In turn, the violation of Kasha’s rule occurs due the large energy difference
between  the  states  (comparable  with  the  2Eu

(2) -  2Eg   excitation  energy)  and  can  be  also
understood from the group theoretical analysis: here, at high-symmetry (D3d) point, the first
and second 2Eu excited states are electronically decoupled, since the transition dipole moment
between the states is zero by symmetry. In this case, the nonradiative decay rate, that is a
function of the electronic coupling between the initial and final states   [20], also vanishes.
Hence,  once  the  system is  optically  initialized  in  the  second  excited  state,  the  radiative
transition to the ground state becomes the most favorable de-excitation pathway. 

Before concluding this letter, we also highlight the notable alignment of the allowed
electronic transitions in both spin manifolds for MgV(-1). Since ZPL of 4Eg -4Eu state is at half
of the 2Eu

(2) - 2Eg  energy, a promising down-conversion of the doublet ZPL into two quartets
for a pair of coupled MgV(-1) centers may additionally stabilize the quartet state. Here, the
down-conversion can spontaneously occur inside the material in the same spin-manifold, in
line with the single fission in organic molecules. Moreover, in contrast to the single fission
for the acene molecules, the two resulting quartet states are emissive; therefore, the internal
quantum efficiency of the entire process should increase, ideally, achieving twice the values
of  a  single  defect.  The  latter  potentially  expands  the  application  of  MgV(-1)  to  opto-
electronics,  where the transfer of the (non-emissive) photogenerated triplets  to the silicon
layer is currently a major challenge for the singlet-fission based technologies.  A possible
mechanism for the down-conversion at two MgV(0) centers is shown in figure S2 and would
require  a  sizable  overlap  between  the  defect  wavefunctions,  which  is  controlled  by  the
distance between two defects. Note that such a small separation between two defects was
already demonstrated for the NV centers.



To sum up, in this work we performed an extensive theoretical investigation on the
role of Mg in the formation of color centers in diamond. Our calculations revealed that MgV
is the most stable defect configuration among those considered, with a photostable -1 charge
state, achieved in experiment by photoionization with a green laser. Furthermore, we show
that this defect features inversion symmetry and emits light from the second excited state at
odds with Kasha’s rule. It also possesses quasi-degenerate quartet and doublet ground states,
each  of  them  exhibiting  distinct  photophysical  properties.  While  we  assigned  the
experimental PL signal to the 2Eu

(2)-2Eg  transition, the quartet state (which appeared to be in
thermal equilibrium with the doublet  2Eg) has ZPL of ~1.1 eV, which is right in the near-
infrared  window  in  biological  tissue.  Note  that  other  defects  in  diamond  with  similar
(prompt) emission wavelength have not been reported, to date. It is also remarkable that the
alignment of the stable excited states in both spin manifolds is such that the excitation energy
from quartet state is about the half of the 2Eu

(2)-2Eg. As both transitions are optically allowed,
we anticipate that apart from qubits, a single MgV(-) center can find applications in nonlinear
optics, while the combination of two defects might be a source for photon multiplication or
up-conversion. 
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Figure 1. (a) optimized configurations of Mg color centers in diamond and (b) their electronic
structure as computed with HSE functional for the representative charge states. The orbitals
were classified based on the high symmetry configurations while the green errors indicate
lowest symmetry-allowed excitation.

Figure 2. Formation energy diagrams computed for the Mg color centers in diamond from
figure 1

Figure 3. (a) stabilization of the quartet ground state over doublet as a function of applied
compressive strain, computed at the HSE adiabatic potential energy surfaces including the
relaxation effects,  (b) CASSCF absorption spectra  from both ground states,  and (c) HSE
phonon sideband for the  2Eu

(2) -  2Eg transition, overlapped with the experimental PL signal
from the Mg color center.
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Highly tunable magneto-optical response from MgV color centers in diamond
Supporting Information

GS

i
S

0 1

1 0.000 0.163
2 1.935 0.357
3 2.518 1.153
4 2.519 1.154
5 2.814 1.517
6 3.460 1.517
7 3.460 2.776
8 3.748 2.925

TABLE I. Many-body energy spectrum obtained of MgV0 sys-
tem for ground state geometry (GS) are measured relative to
the ground state in eV. Excitation level and the total spin of
the state are denoted by i and S, respectively. DFT calcula-
tions are performed using PBE functional. DMRG spectrum
is calculated on CAS(16,22) correlating 22 electrons on 16
orbitals.

GS D3d C1h

i
S 1

2
3
2

1
2

3
2

1
2

3
2

1 0.000 0.079 0.000 0.063 0.000 0.021
2 0.001 0.080 0.001 0.064 0.268 0.383
3 0.530 1.075 0.508 1.025 0.522 1.034
4 0.531 1.076 0.509 1.026 0.707 1.297
5 0.850 2.546 0.850 2.638 1.001 2.781
6 1.402 3.210 1.388 3.268 1.486 3.606
7 1.603 3.424 1.584 3.476 1.657 3.816
8 1.603 3.424 1.584 3.477 1.717 4.078

TABLE II. Many-body energy spectrum obtained of MgV−

system for the GS geometry and excited geometries with D3d
and C1h spatial symmetry. DFT calculations are performed
using PBE functional. DMRG spectrum is calculated on
CAS(26,43).

A. Discussion

The convergence of the density functional theory- com-
plete active space- density matrix renormalization group
(DFT-CAS-DMRG) calculations is tested in terms of the
CAS size. Spectra obtained on CAS(16,23), CAS(26,23),
CAS(26,43) active systems are compiled in Table III.
Comparing results on CAS(16,23) and many-body spec-
trum obtained on larger virtual space, i.e., CAS(26,23),
we find excellent agreement suggesting that the virtual
orbitals play insignificant role in the description of the
low-energy excitations. Extending the active space to-
wards the valence space, i.e., CAS(26,43), the DMRG
spectrum also varies marginally. Nevertheless, consid-
ering the variational nature of the CAS-DMRG calcu-
lations, the obtained lower absolute energies suggest the
eminence of the valence orbitals compared to the virtuals

CAS(16,23) CAS(26,23) CAS(26,43)

i
S 1

2
3
2

1
2

3
2

1
2

3
2

1 0.000 0.099 0.000 0.100 0.000 0.079
2 0.001 0.100 0.001 0.101 0.001 0.080
3 0.555 1.077 0.555 1.077 0.530 1.075
4 0.556 1.076 0.556 1.078 0.531 1.076
5 0.898 2.591 0.895 2.583 0.850 2.546
6 1.521 3.196 1.517 3.193 1.402 3.210
7 1.711 3.417 1.707 3.412 1.603 3.424
8 1.713 3.417 1.710 3.412 1.603 3.424

TABLE III. Many-body energy spectrum obtained of MgV−

system for ground state (GS) geometry. DFT-CAS-DMRG
calculations are performed using three distinct active spaces,
i.e. CAS(16,23), CAS(26,23), CAS(26,43).

PBE PBE0 HSE06

i
S 1

2
3
2

1
2

3
2

1
2

3
2

1 0.000 0.079 0.000 0.081 0.000 0.124
2 0.001 0.080 0.001 0.082 0.001 0.125
3 0.530 1.075 0.539 1.093 0.596 1.169
4 0.531 1.076 0.540 1.094 0.597 1.171
5 0.850 2.546 0.859 2.553 0.982 2.886
6 1.402 3.210 1.417 3.223 1.465 3.551
7 1.603 3.424 1.623 3.438 1.734 3.635
8 1.603 3.424 1.623 3.438 1.734 3.729

TABLE IV. Many-body energy spectrum obtained of MgV−

system for GS geometry. DFT-CAS-DMRG calculations are
performed on CAS(26,43) using PBE, PBE0 and HS06 func-
tionals. (In QE calculations, PBE denotes: ( 1 4 3 4 0 0) EXX
0; PBE0 denotes: ( 6 4 8 4 0 0) EXX 0.25; HSE06 denotes: (
0 0 12 0 0 0) EXX 0.25.

in the characterization of the spectrum.

The effect of the choice of the exchange-correlation
functional on the DMRG spectrum is also investigated in
Table IV. The many-body spectrum for PBE and for hy-
brid PBE0 are in excellent agreement. HSE06 functional
provides similar excitation structure with increased gaps,
i.e., typically of 10%.

The presented DFT-CAS-DMRG analysis provide an
insight into the overall features of the many-body spec-
trum by capturing strong correlation effects, nevertheless
the description does neither incorporate dynamical corre-
lations nor screening effects. The direct comparison with
experimental data is also hindered by neglecting geomet-
ric relaxations.
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B. Methods

Spin-restricted Kohn-Sham orbitals are used for gener-
ating CAS. Depending on the total electron occupation
of the system, frontier orbitals are optimized by smearing
the electron pair with highest energy and the unpaired
electron evenly on the partially occupied degenerate e
orbitals for MgV0 and for MgV−, respectively. Orbitals
around the valence band maximum level are selected to
form the active space.

Many-body electronic excitation spectrum is computed
using the density matrix renormalization group (DMRG)

approach1 applied on top of periodic Kohn-Sham or-
bitals.2 DFT and DMRG simulations are performed us-
ing the QE3,4 and the Budapest DMRG package,5 re-
spectively. The two program suites are interfaced us-
ing our in-house developed code which constructs the
Hamiltonian of the active orbitals corresponding to the
complete active space (CAS) method.6,7 The accuracy
of the DMRG calculations is controlled by the dynamic
block state selection approach and the computational ef-
ficiency is improved by initialization procedures which
are inspired by quantum information theoretical con-
siderations.8 Investigating multiple excitations, distinct
DMRG calculations are performed for target states with
different total spin.
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2J. Heyrovský Institute of Physical Chemistry, Czech Academy of Sciences, CZ-18223, Prague, Czechia

3Department of Chemical and Biological Engineering,
The University of Alabama, Tuscaloosa, AL-35487, USA

We introduce the n-electron valence states formalism for the restricted active space configuration
interaction method. The proposed variational formalism provides an accurate description not only
the ground state but also the low-lying vertical excitation spectrum. Benchmark tests are performed
on both molecules and periodic systems to compare with state-of-the-art methods.

I. INTRODUCTION

The accurate theoretical description of static elec-
tronic structures is provided by the solution of their
time-independent Schrödinger equation. In Born–
Oppenheimer approximation, the second quantized rep-
resentation of the corresponding ab initio Hamiltonian,1

Eq. (1), is written

Ĥ =
∑
ij,σ

tij â
†
iσâjσ +

1

2

∑
ijkl,σσ′

Vijklâ
†
iσâ
†
jσ′ âkσ′ âlσ + Enuc

(1)
with molecule specific one- and two-electron integrals,

tij , and Vijkl, respectively. Here, operators â†iσ and âiσ
creates and annihilates electron with σ spin projection
in molecular orbital i. The rank of the associated com-
putational basis, Φ, increases exponentially with spin-
orbital size L, i.e., 4L neglecting particle and spin conser-
vation. Therefore, the exact solution on current classical
machines is restricted to a dozen of orbitals. In order
to provide accurate description of larger systems various
approaches have been developed taking advantage of the
internal structure of the Hamiltonian and its relevant,
i.e., low-energy, eigenstates.

One of the most important protocols which aims to
keep the problem computationally tractable is the com-
plete active space (CAS) scheme2–4 which restricts the
large configuration space to an effective subset spanning
given LCAS ≤ L orbitals. The protocol classifies the
set of canonical molecular orbitals to three categories,
i.e., the so-called core and virtual orbitals are kept on
Hartree-Fock level of theory and filled with two and zero
electrons, respectively. The third class comprises of the
so-called active orbitals which are populated with the rest
of electrons minimizing the energy. The method recovers
the correlation effects among the active orbitals but it
completely neglects correlations encoded outside the ac-
tive space. In practical simulation of large systems, due
to scaling of the method, the active space of LCAS � L
orbitals is selected to focus on the description of states
with static correlations, i.e., wave functions which dif-
fer strikingly from the reference Slater determinant of
the Hartree-Fock solution. Even though the principal

features of the electronic states are characterized by the
static correlations, the dynamical effects, i.e., contribu-
tion of intractable number of excited configurations with
small weights, can be also crucial to provide theoreti-
cal description which is comparable with experimental
data.5,6 Such effects are well described as determinental
excitations using coupled cluster theory (CC)7 or on the
level of orbitals itself, i.e., Kohn-Sham orbitals of density-
functional theory (DFT).5,8,9

Besides various approaches based on perturbation the-
ory,10–16, many-body expansion theory,17–20 and tailored
methods,21,22 the restricted active space (RAS) proto-
col3,4,23 is one computational scheme which tries to com-
bine the two worlds of correlation effects in order to pro-
vide a balanced description of electronic correlations. Ex-
tending the horizon of the CAS protocol, the simplest
variant of the RAS method distinguishes additional two
sets of orbitals, the excitable valence (Val) and virtual
(Virt) spaces where restricted R level of electron excita-
tion can be considered in between them and the active
orbitals. In practice, this simple protocol of limited ex-
citation scheme, in the following denoted RAS(R), is al-
ready suitable for capturing some dynamical correlation
effects in addition to static correlations.

Standard wave-function based numerical meth-
ods, e.g., variants of configuration interaction (CI)
method,1,3,4,24,25 which are based on expansions of
configuration space relative to a reference state, are
naturally able to implement both CAS and RAS
protocols. In the standard CAS approximation of
a system with ne electrons, nc electrons occupy the
inactive orbitals according to their HF level filling and
na = ne−nc electrons are correlated in the active space.
In the RAS approach the CAS determinental space is
enlarged such a way that restricted |r| ≤ R number
of particles (for r > 0 electrons and for R < 0 holes)
are promoted from the reference configuration. Most
importantly, the corresponding Hamiltonian matrix is
expanded in the basis of all the possible determinental
states considering the possible restricted electronic
promotions. Formally, the effective configurational
space is decomposed as Φeff = ΦcoreΦRASΦCAS. Here,
Φcore denotes the string of modes corresponding to the
inactive frozen cores while ΦRAS and ΦCAS the set of
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possible configurations restricted to the RAS and the
CAS orbital subspaces. In the following, frozen cores
are taken implicit and notation Φcore is omitted for the
sake of brevity. Describing LCAS orbitals on full-CI level
of theory and limiting excitations in RAS(R) space of
a large number of LRAS (exclusively core or virtual)
orbitals up to R particles i.e., R� LRAS, the dimension
of the Hamiltonian expanded in the configuration basis
scales as O(LRRAS4LCAS).

Contrary to this demanding solution, to the best
of our knowledge, we propose a novel implementation
for the RAS concept applicable not only for CI meth-
ods but also for arbitrary wave function approaches,
e.g., tensor-network state algorithms for ab initio prob-
lems,26 in particular density matrix renormalization
group (DMRG).27,28 In our approach, the standard RAS
result is approximated by the combination of specially
constructed many-body wave functions, i.e., n-electronic
valence states (NEV),15 obtained on a series of CAS
spaces of LCAS orbitals. Deploying this alternative for-
mulation of RAS(R)-FCI, denoted in the following NEV-
RAS(R)-FCI, an effective Hamiltonian of rank O(LRRAS)
expanded in the basis of many-body states is to be
solved. In the proposed RAS representation expressing
the accessible configurational space in terms of relevant
many-body states, significantly larger active space might
be reachable on single and double excitation level, i.e.,
R = 1 − 2, compared to the canonical RAS-FCI. The
method converges variationally to the exact solution in-
creasing R.

The method is outlined in three key steps:

• 1) a list of CAS spaces is defined by the possible
r = {0, . . . , R} electron excitations in the Val-Virt
spaces

• 2) full CI calculation are performed on this series
of CAS spaces

• 3) the obtained full CI results are combined to-
gether to minimize the energy of the actual many-
body state of the defining problem (1) by diagonal-
ization

II. THEORY

A. n-electron valence states

In the following, we adopt the notation applied in pa-
per15 which introduced the so called n-electron valence
states (NEV) in perturbation theory. The possible de-
terminants of a given CAS space, characterized by s in-
active electron configuration part with r excitations rel-
ative to the reference state, are selected from the de-
terminental space as the orbital product of the inactive
n(Φ−rs ) = nc − r electrons, Φ−rs ∈ ΦRAS, and the possi-
ble configurations in the active orbitals filled with na + r

electrons using projector P̂ rs . Formally, the set of the
resulted basis states reads

Φr
s ≡ P̂ rsΦeff = {|Φ−rs Φr〉 ∈ Φeff | n(Φr) = na + r}. (2)

The eigenvalue-problem of the corresponding Hamilto-
nian projected from Eq. (1) reads

Ĥr
s |Φ−rs Ψr

s,α〉 = P̂ rs ĤP̂
r
s |Φ−rs Ψr

s,α〉 = Ers,α|Φ−rs Ψr
s,α〉

(3)
where |Ψr

s,α〉, referred to as fully uncontracted valence
state in NEVPT theory, is the αth many-body eigenstate
of Hamiltonian Ĥr

s and expands formally in the Φr
s basis

as

|Φ−rs Ψr
s,α〉 =

∑
x∈Φrs

crsα,x|x〉 . (4)

The projected Hamiltonian (3) reads

Ĥr
s =

∑
ij,σ

trs;ijσâ
†
iσâjσ +

1

2

∑
ijkl,σσ′

Vijklâ
†
iσâ
†
jσ′ âkσ′ âlσ(5)

+ Ercore;s + Enuc ,

where Vijkl integrals are restricted to the active orbital
set. The one-electron integrals of the CAS space Φr

s,
ts,rij;σ, describes not only the kinetic energy of the active
electrons and their attraction to nuclei but also their in-
teraction with the mean-field electrons associated to Φr

s.
The one-electron interactions are written as

trs;ijσ = tij +
1

2

 ∑
c∈Crsσ

(
2Viccj − Vicjc

)
+
∑

c∈Cr
sσ′

2Viccj


(6)

to treat the Coulombic effects of the frozen electrons on
the active orbitals. Here, the summation runs only on
the indices of the core orbitals in distinct spin channels,
Crsσ, corresponding for a given Φ−rs NEV configuration.
Finally, the additional energy contribution of the core
electrons is summed up in term Ercore;s.

B. Hamiltonian expanded in the basis of n-electron
valence states

In the R = 0 limit, i.e., all restricted active orbitals are
frozen to their HF occupation, the theory is equivalent
to the standard CAS solution for LCAS. In the complete
set limit, reaching R̃ ≡ R = 2 max(Lc, Lv), the theory
is equivalent to the CAS solution for na + 2Lc electrons
correlated on LCAS +Lc+Lv orbitals. In practice, Lc �
Lv for standalone molecules expanded in localized orbital
set and Lc � Lv for large gaped periodic systems. More
importantly, it is to be noted that, by construction, all
the computed eigenstates are orthonormal, i.e.,

〈Ψr′

s′,α′Φ−r
′

s′ |Φ
−r
s Ψr

s,α〉 = δα,α′δr,r′δs,s′ , (7)
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for |r| ≤ R, 1 ≤ s ≤ dr, 1 ≤ α ≤ mr
s, where dr de-

notes the number of the possible r-particle-NEV config-
urations which scales as O(LrRAS) and mr

s the number of
the computed many-body states for NEV configuration
Φ−rs . The orthonormality is the consequence of orthogo-
nality of the NEV configurations and the orthornormality
of the many-body states belonging to a particular NEV
configuration.

Therefore, the collection of the obtained eigenfunctions
provides an incomplete set of basis many-body states
spanning the CI excitation RAS space, which is shortly
denoted as

ΨR
m = {|Φ−rs Ψr

s,α〉 | |r| ≤ R, 1 ≤ s ≤ dr, 1 ≤ α ≤ m} ,
(8)

where we presumed that m low-energy many-body states
are generated for all Φ−rs NEV configuration, for the sake
of brevity.

Accordingly, the defining Hamiltonian of the molecule,
Eq.(1), is expanded in basis ΨR

m which is denoted in the
following as

HNEV−RAS
r′,s′,α′;r,s,α = 〈Ψr′

s′,α′Φ−r
′

s′ |Ĥ|Φ
−r
s Ψr

s,α〉 . (9)

The efficient evaluation of the matrix elements, Eq.(9), is
provided in the appendix. Solving the eigenvalue prob-
lem, i.e.,

ĤNEV−RAS|ΨNEV−RAS
α 〉 = ENEV−RAS

α |Ψα〉, (10)

the many-body RAS energies, Eα and the corresponding
many-body wave functions, |Ψα〉, are obtained. Using a
single iterative index over ΨR

m, the wave functions reads

|ΨNEV−RAS
α 〉 =

∑
x∈Ψ

cα,x|x〉 (11)

revealing that the construction of arbitrary expectation
value of the orbitals, e.g., occupation/spin density, cor-
relators, is straightforward.

C. Assessing computational costs

A key computational bottleneck of a ”naive” imple-
mentation is the memory-footprint of the quasi-full ma-
trix of Hamiltonian (10), i.e., expanding it up to sin-
gle and double RAS excitations scales as O(mLRAS ×
mLRAS) and O((mLRAS)2 × (mLRAS)2), respectively.
Furthermore, the cost of obtaining the low-energy spec-
trum by iterative diagonalization routine29 scales poly-
nomially with the rank of the Hamiltonian.

Therefore, as of 2020, a typical computational node
equipped with 100 cores and 100 GB RAM, could treat
around 100k NEV many-body states, Eq. 8 presuming
dense matrix structure for the NEV Hamiltonian. Fix-
ing m = 10 and keeping 4-10 orbitals in the CAS spaces
Ψr
s , where each FCI calculation takes around 0.5-30 min

using a single computational core, 10k completely inde-

pendent FCI calculations takes 1-50 hours utilizing 100
cores. The actual construction of (10) is performed on
comparable time scale whereas its partial diagonalization
takes around 10 hours using the Lánczos method.29 It is
also notable that the generation of matrix elements of the
defining Hamiltonian (1), i.e., FCIDUMP, scaling with
quartic of the number of orbitals, also becomes critical
for hundreds of orbitals.

In conclusion, the total computational time sums up to
a 0.5-5 days on a regular computational machine for an
effective Hamiltonian expressed in the basis of 10k NEV
configurations which translates around to 5k or 50 or-
bitals treated on RAS(1)-CI or RAS(2)-CI, respectively.

D. Optimizing the eigendecomposition of the
NEV-RAS Hamiltonian

In the following, we shortly study the internal structure
of the dense Hamiltonian matrix (9) in order to reduce
numerical efforts. Owing to the fact that the Hamil-
tonian only contains one- and two-electron scatterings,
the resulting off-diagonal matrix elements can be numer-
ically negligible yielding sparse representation for the ma-
trix. In practice, matrix elements could be potentially
discarded having marginal influence on the solution, i.e.
|〈j|HNEV−RAS|i〉| < 10−10. Analyzing the pattern of ma-
trix elements, typically we observe that up to 25-75%
of the matrix elements have negligible weight, however
there are no segregated NEV states, i.e., all states are
connected to some others.

In addition, applying the reverse Cuthill-McKee al-
gorithm30 on the NEV-RAS Hamiltonian, its poten-
tial blockdiagonal structure corresponding to the spatial
symmetry of the many-body states is revealed. Con-
sidering this feature, the eigendecomposition problem of
the large Hamiltonian matrix (9) is more efficiently per-
formed on the separate subblocks of smaller rank.

Furthermore, taking advantage of the inner product
structure of the NEV states Ψ, similarly to bipartite op-
erator decomposition in DMRG, the memory footprint of
the algorithm can be significantly reduced.

III. BENCHMARK AND DISCUSSION

In this paper, the FCI solutions to generate NEV
states, Eq. (8), are obtained by exact diagonalization
implemented as part of the Budapest-DMRG program
package.31 The NEV-RAS-FCI concept, i.e., Eq. (9), has
been worked out up to double excitations.

In the following, as proof of principle, some preliminary
calculations are given for solids and molecules, in table I
and II, respectively. Reference results are provided by
DMRG/CC, NEV-RAS-FCI results are also set against
CAS-FCI results obtained on small active spaces formed
of the frontier orbitals.
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DMRG(40,70) NEV-RAS(1)-FCI(4,6,TS=4) CAS-FCI(4,6)

i
S

Ei ∆ref
i Ei ∆i ∆i/∆

ref
i Ei ∆i ∆i/∆

ref
i

3A′2 -1939.0080 0.0000 -1939.0061 0.0000 NaN -1938.9971 0.0000 NaN
1E′ -1938.9235 0.0845 -1938.9200 0.0862 1.0194 -1938.7670 0.2301 2.7216
1A′′2 -1938.8361 0.1719 -1938.8326 0.1735 1.0097 -1938.7597 0.2374 1.3812

TABLE I. Snippet of the low-lying vertical many-body excitation spectrum of the periodic the VB-hBN sheet measured relative
to the ground state energy in Ry. Reference calculation is provided by DMRG where 70 electrons are correlated on 40 orbitals.
The standard CAS-FCI(4,6), i.e., exact diagonalization, is performed on active space of 4 orbitals with 6 active electrons. The
NEV-RAS(1)-FCI solution (up to the single excitation level on the restricted orbital space) is composed of results obtained on
a series of constructed CAS spaces of 4 orbitals which reproduces the reference energies with great accuracy. Notable that the
reference DMRG calculation took 250 min on a cluster, the NEV-RAS-CIS calculation took 15 min on a laptop.

DMRG(20,6) NEV-RAS(1)-FCI(4,6,TS) NEV-RAS(1)-FCI(4,6,TS=6) CAS-FCI(4,6)

i
S

Ei ∆ref
i Ei ∆i ∆i/∆

ref
i Ei ∆i ∆i/∆

ref
i Ei ∆i ∆i/∆

ref
i

1 -39.0319 0 -38.9384 0 NaN -38.9232 0 NaN -38.9211 0 NaN
2 -38.9900 0.0420 -38.8894 0.0489 1.1663 -38.8787 0.0445 1.0598 -38.8684 0.0527 1.2565
3 -38.9699 0.0621 -38.8709 0.0675 1.0880 -38.8545 0.0686 1.1060 -38.8460 0.0752 1.2114
4 -38.9051 0.1269 -38.7946 0.1438 1.1333 -38.7893 0.1339 1.0557 -38.7812 0.1399 1.1028
5 -38.7593 0.2726 -38.6555 0.2828 1.0376 -38.6385 0.2846 1.0442 -38.6032 0.3180 1.1666
6 -38.7565 0.2754 -38.6489 0.2894 1.0508 -38.6320 0.2912 1.0573 -38.5959 0.3252 1.1807
7 -38.7375 0.2944 -38.6331 0.3053 1.0371 -38.6105 0.3127 1.0622 -38.5608 0.3603 1.2240
8 -38.7358 0.2962 -38.6161 0.3222 1.0880 -38.6087 0.3145 1.0619 -38.5478 0.3734 1.2606
9 -38.7234 0.3085 -38.6071 0.3313 1.0739 -38.5992 0.3240 1.0503 -38.3873 0.5338 1.7305
10 -38.7188 0.3131 -38.6057 0.3327 1.0626 -38.5717 0.3515 1.1227 -38.3797 0.5414 1.7292

TABLE II. Low-lying vertical energy spectrum of CH2 measured in Hartree. DMRG is applied as reference method correlating 6
electrons on 20 orbitals. The performance of NEV-RAS-CI method is set against the CAS-FCI. The average error of the energy
gaps is 8%, 7% and 31% for NEV-RAS(1)-FCI(4,6,TS=NaN), NEV-RAS(1)-FCI(4,6,TS=6)and CAS-FCI(4,6), respectively.
TS=6/NaN denotes that up to only 6/all possible NEV states are kept to construct the effective Hamiltonian. Analyzing the
structure of the reference wave functions obtained from DMRG suggests that NEV-RAS(2)-FCI should provide much more
accurate estimate for absolute energies as well.

IV. CONCLUSION AND PERSPECTIVE

We proposed a novel formalism of restricted active
space protocol based on n-electron valance states to ex-
tend the capabilities of methodology to multiple dozens of
orbitals. The approach, denoted NEV-RAS, is expected
to be particularly well-suited to describe ab initio systems
with orbital space separable according to its correlation
pattern, e.g. localized defects in solids, see table I, to
provide a balanced description of static and dynamical
correlations already in terms of NEV-RAS(1). The main
advantages of the method, compared to alternatives, e.g.,
tailored coupled cluster, that it is variational and it is
capable of describing not only the ground state but the
vertical excitation states as well.

The presented RAS scheme is straightforward to gen-
eralize as a multilayered protocol,i.e., most RAS orbitals
are treated only up to single excitation level while the
more intricate ones are on higher level of theory.

Furthermore, the NEV states based RAS protocol also
trivially applicable to the reference-free DMRG method
which is notorious for its CAS-only description neglecting
dynamical correlations of external orbital space.
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