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SUMMARY

Despite the project period shortened from 22 motut® months, and deep problems in accessing tsieede
data, we have managed to finalize the project lincntent as promised in the project proposalaiig all
desired outcomes in a timely manner. In additioa,have completed and submitted 4 other papers vaneh
byproduct of the project work. 3-4 papers, the augd the main project work, are to follow.

The riskiest phase of the project was data collactie have managed to find exact data on net
foreign trading from 6 stock exchanges: 2 of theeravcontaminated by non-regular market transactions
(Romania and Russia), 1 was an earlier-period safflbvenia), 1 was unrepresentative for a spee&don
(Spain), 2 were clean (Turkey and Greece). For @takkets Hungary, Poland, Czech Republic and Aystria
we used data from the Balance of Payment statistitise respective Central Banks after detailedwdisions
with Central Banks officials. For Croatia, we ussnership data from the Central Clearing and Custody
Company. Thus, we have covered 11 European stocketsain Part | (The Interaction between Foreign
Investors’ Trading and Stock Market Returns), arelfacused on 5 markets, where we had reliable afata
sufficient sample size, in Part Il (The Interactibmetween Net Foreign Equity Portfolio Flows and
Macroeconomic Activity) combining foreign flows @atwith macroeconomic data. All these data are @t th
monthly frequency (with quarterly aggregation fdDE5 analysis), but in an extension of the projectalg®
analyzed daily data from Turkey (the first and odbily data from a sizeable European stock mar&et)
compared to Korea and Taiwan (Ulkii and Weber, 2010)

Using structural VAR methodology, we obtained tlwlofving findings which are new to the
worldwide literature:

Part I: 1) Foreign investors do engage in posifeedback trading at the daily frequency, but inativg
feedback trading at the monthly frequency. Thidlifig is uniform across many countries and geogesph®)
Negative feedback trading at the monthly frequesdyibits an asymmetry (foreigners sell followinges, but
not buy following falls) typically in economies witlarge external (or twin) deficits (Turkey, Hungar
Romania, Czech Republic, Spain; in contrast to Kpfeaiwan, Poland). 3) Negative feedback tradeg i
absent in Euro-area markets (Austria, Greece; Spaixception). 4) Foreign investors’ trading appé¢a be
positively correlated with information which impdighat domestic investors’ trading is negativelyrelated
with information. 5) Developing a new methodologig reached results that pose strong doubt on dimelatd
interpretation of price impact of foreign investarading. It is more likely that their trading folvs rather
than leads returns. It appears that what has bessrided in the extant literature as the contenmamas price
impact of foreign flows at the daily frequency miayfact be, to a large extent, foreigners respagndinthe

same information which market prices already haljested (Ulkii and Weber, 2010).



Part Il: 6) While macroeconomic data are quitesyp@ind results are not uniform, an overall conoluss that
both global stock market returns and net foreigsgwfl (after controlling for the former) are positive
associated with current and mostly future macroeron activity. 7) We interpret our evidence as foetign
flows mainlyforecastrather tharcausemacroeconomic activity in European emerging mark€his mostly
applies to EU members who have access to sourclsaoicing from EU institutions. However, in Turkey
where credit availability is a major bottleneck, wave found evidence that foreign flows may cause
macroeconomic activity. In particular, domesticditevolume is significantly positively forecasteq bet
foreign flows. 8) Global stock market returns havsignificant positive impact on domestic macrosenic
activity in European emerging markets, which habdanterpreted asausing(usually, the impact comes at
lags but remains permanently). 9) We have obtam®donvincing evidence to support the hypothesas$ th
foreign investors spur a “reflexive” process in egieg economies. They may have such a role onbasge of
economies with capital shortage (Turkey), howevesirtimpact still appears to be more consistenh wit
responding to available information than causinmirel information. This conclusion implies that tm®st
effective way of avoiding the undesirable effectsofdden outflows while benefiting from inflows is t
engineer a positive information set (i.e., a soand proactive management of the domestic econoatlyer

than imposing capital flow restrictions.



|. IMPLEMENTATION OF THE WORK PLAN

[.A. Overview

The search for data on foreign investor flows weesrmost tedious and riskiest part of the projeeind aware
of the difficulties involved, we had realisticalyanned 7-8 months for the data collection proocegf the 9
month total duration of the project)Several initial attempts failed (details of thetadaearch process are
explained in Section I.B below), raising pessimisabout availability of desired data. Taking into
consideration the risk of ending up with no usefata, | followed a prudent strategy of developitigraative
research ideas utilizing what we already had wsiieultaneously continuing the data search whereessc
was not under my control.

At the end, this challenging situation led us toduce an extraordinary outcome: While we obtained
useful data just in the last few months of the grbjduration that enabled us to conduct the prajesct
promised in the proposal, the additional ideasvehdeveloped in the meantime enabled us to comfilete
additional papers which can be considered as therdiguct or extensions of the project. These fapgps
have been completed within an extraordinarily shione period and submitted to high-ranked inteorsl
journals:

1) ikizlerli D. and N. Ulkii. (2010). “Political Risk anForeigners’ Trading: Evidence from an Emergingcit
Market.” submitted t&cmerging Markets Finance and Traf®&SCI, impact factor: 0.43). Revision requested.

2) Ulki, N. (2010). “Big Players’ Aggregated Tragimnd Market Returns in Istanbul Stock Exchange.”
submitted toApplied Financial Economic¢ranked Nr. 44 worldwide)

3) Ulkii, N. and E. Weber (2010) “Bigger Fish in 3ihiRond: The Interaction between Foreigners’ Trgdin
and Emerging Stock Market Returns under the Miapsc submitted tdournal of Financial and
Quantitative Analysiga FT40 journal ranked Nr.4 worldwide, SSCI impfactor: 1.23)

4) Ulki, N. and E. Demirci (2011) “Joint Dynamic§ Eoreign Exchange and Stock Markets in Emerging
Europe” submitted tdournal of International Money and Financ@&anked Nr. 21 worldwide, SSCI impact
factor: 0.93).

The main outcome of the project work is yet todallin addition. We expect to produce 3-4 more
major papers with high-ranked journal submissionsa the main project work. As the bulk of the je
work has been completed during December 2010 amehdpa 2011, bringing this work into journal subnss
guality will obviously take some more time; we walibmit these papers during Spring 2011 monthfadnp
this exactly conforms to the time schedule progdtethe proposal. | hope to finalize all submissiavithin
the first half of 2011. Thus, | am proud to repiwt while the main objectives of the project anenpletely
fulfilled in line with the planned time scheduldtf@ugh the project duration was shortened to 9thsfrom

22 months), we have produced and already subniidtedadditional important papers as listed above.

! The duration was revised from 22 months in thgioail proposal to 9 months.
2 paper number (4) above is at the status of “indetasubmission” (i.e. we are doing final checks)éthe date | am
writing this report. Most likely, it will have beesubmitted when the reviewers are reading thisrtepo
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I.B. The Data Search Process:

Before we started this project, we knew that osanbul, Bucharest and Madrid Stock Exchanges gtubli
data on foreign flows at the monthly frequency heit websites. At the first step, | contacted thecls
exchange administrations of many CEE markets, @ed to arrange an interview with the officials tbie
statistics departments of stock exchanges. | havsopally visited Budapest, Warsaw, Zagreb and B
Stock Exchanges, and corresponded via e-mail wilgi®, Moscow (RTS) and Vienna Stock Exchanges.
One of the team members, Dr. Eva Porras, providethta from Madrid Stock Exchange. The outcoméef t
first step was quite disappointing. We have reatiorly a short sample of data from Moscow (RTS Stoc
Exchange), which is not in adequate form as it dogissort out non-regular market transactions sagh
trading by strategic investors, IPO’s, block trartems, etc. In interviews with Budapest and Warstack
Exchange officials, | was informed that in these twarkets as well as in Prague, which are the fiogus of
our study, the Stock Exchanges do not collect aaa @n foreigners’ trading except for asking member
brokers about an annual or semi-annual estimatbeotrading volume performed on behalf of nonreside
clients. During detailed personal interviews, tiseiggested (though with little hope) me to contantficial
Supervision Agencies and/or Clearing Corporatio@eritral Registries.

In the second step, | contacted Financial Supenvigigencies and/or Clearing Corporations / Central
Registries. We have found the desired data oniy fitte Croatian Central Depository Company in threnfof
the value of shares held by foreign, domestic iiddil and domestic institutional investor grouped a
purchased these dat&zech, Polish and Austrian authorities came up wisappointing replies. Within this
step, | made a special effort on Hungary as thgepravas funded by OTKA, and personally contactSd A
and KELER, the financial supervision authority dhd clearing corporation, respectively. While KELB&s
not responded in a meaningful way, PSZAF providedfficial response stating that they neither cdetpi
nor are allowed to share such data, referring D4N®.

In the third step, we started to explore CentrailBdata starting with MNB. A promising preliminary
analysis with quarterly MNB Financial Account dated a series of detailed interviews with officiafSVINB
statistics department, in particular Mr. Lasslo §&arhas been the turning point in our desperaiz skdrch
process. We learned that, within the monthly BadaotcPayments (BoP) statistics, MNB compiles (bag<l
not make publicly available) equity portfolio flowsa bank’s reports of international money transfeorted
by the objective of money transfer up to 2008, asihg KELER data from 2008 on. A nice feature @fsih
data is that it excludedirect investment flows, where a direct investor is defino hold or trade 10% or more
of the company stock. This was a big problem inlBuest Stock Exchange data where direct investorsfl

were not sorted out. In a preliminary analysis gfoP data from Hungary, we obtained very simiéauits

3 Part of these data are published in their welgsitew.skdd.hr), while part was compiled for us subj® a fee.



to those on Turkey. MNB provided us a long montkgries starting from 1995. This big achievement
motivated us to make an extensive search for QdBdirsk data.

In the fourth step, we have performed an extenstanning of all emerging European Central Bank
data. At this stage, Dr. Ebru Demirci, a post-daerin invited by CEU Business School joined theneand
provided invaluable contribution by making an esiga internet search during the last 2 months efgttoject
duration. In this period, we have managed to peepseful data from Polish, Czech, and Austrian @ént
Banks. She also scanned all European stock exctiamgbsites and discovered adequate monthly data fr
Athens Stock Exchange, and an old-dated sample frprdoljana Stock Exchange (Slovenia). Thus, we
managed to access a sufficiently rich data setdolr the stated objectives of the project.

At the early stages of this search process, | g&®al a good proxy for daily foreign flows data for
Turkey, using foreign ownership percentages repgdsieCentral Registry Agency of Turkey. This diseny
is quite important as it enables the first and atiydy of foreigners’ trading in a European emeaygimarket at
the daily frequency. The major papers of foreigrestors’ trading in the literature focus on Asiaarkets
where daily data are available. However, emergingpfean stock markets differ in that foreign invest
hold about 72% of market capitalization in Hungaf9% in Turkey while the same ratio is only 31.60%6
Taiwan, 32.65% in Korea, 36% in Indonesia, and 28%apan. That is, in Richards’ (2005) words, thigy“
fish” is actually in emerging Europe. Hence, thifoe brought us a unique opportunity to assess the
generalizability of previous studies’ results oriaksmarkets in contrast to a European emerging etavkh
large external deficit, and led to a paper subuhittea top-ranked journal (Nr. 3 in the above list)

To provide a useful guide for researchers in theréy details of availability, source, nature, and
inherent problems of foreign flows data in all Bagan markets is described country-by-country irtiSed.C
below. Details on the nature of available dataiem@ortant as those details may alter the empiacellysis,

and reporting results without mentioning them watddfound the accuracy of the study.

Section 1.C. Summary Report on the Outcome of thedda Search Process

Hungary:Budapest Stock Exchange (BSE) does not compiledateyexcept for asking member brokers about
the estimated trading volume performed on behaffariresident clients on a semi-annual basis. Mygtata
from MNB (Magyar Nemzeti Bank) BoP statistics hde=n compiled from January 1995. The data have been
collected from commercial banks’ monthly reports rmbney transfers of nonresidents classified by the
purpose of the transfer up to 2008, and from KELERngarian Central Clearing and Custody Company)
thereafter. The data exclude all direct investnilmts (of those investors who hold or trade 10%rare of

the company shares), however cannot exclude tradinghares not quoted in BSE, yet such flows are
estimated to be minor. While exact trading dataddcaot be confirmed, we have not detected anylprob.

These data are not published, we acquired them ajpplication.



Turkey: Monthly data from Istanbul Stock Exchange (ISEhde freely accessed watvw.imkb.gov.tr .

Detailed trading data in individual stocks are asailable. Compiled from monthly compulsory repoof
member brokers. The cleanest and most reliableiniatar sample.

Daily data from CRAT are available from May 2004 vatw.mkk.com.tr (the earlier part of the sample

available from the website of the Clearing Custbdpk, www.takasbank.com.ir The percentage of number

of shares and market capitalization (i.e. two défé series) held by nonresident investors arertepoAfter
some data cleaning, we used the first differencihe@de series as a proxy for daily net foreign dom Ulkii

and Weber (2010) —we are the first and only usktkis data set in the literature-. We externaktyifted the
accuracy of our data by aggregating our proxy mmthly frequency and comparing to the original thbn
flows data provided by ISE. The correlation betwdlea two is +0.845, which suggests that our proxy i
highly reliable.

Poland Warsaw Stock Exchange (WSE) does not compiledmtg except for asking member brokers about
the estimated (to be accurageiessefltrading volume performed on behalf of nonresidgm@nts on a semi-
annual basis. They check the reported figures famlgalient inconsistencies (i.e. sudden big chanhg&'e use
monthly data from NBP (Narodowy Bank Polski) BoRtistics. These data exclude direct investmentdjow
and include trading only in quoted shares. Howebased on our conversation with WSE officials, we a
unable to confirm the reliability of such data. Fetample, some non-regular market transactions asch
IPO’s may have been included in these figures. @ldesa are available fromww.nbp.pl

Czech Republic Prague Stock Exchange does not compile anyrirdtion on foreigners’ trading. Due to the
unorganized structure of the stock market, anythgatatistics on foreigners’ activities are vegrdhto find.
We use monthly data from CNB BoP statistics. Uni#@and and Hungary, CNB does not know the content
of BoP net foreign flows data, takes the aggregatadbers as reported by the custodian, hence islaita
identify direct investment flows or to comment outlers. IPO’s, merger and acquisitions may distort the
data. We had to remove 2 outlier observations. Waunable to confirm the reliability of the datdn€Ee data
are available fromvww.cnb.cz.

Russia RTS Stock Exchange keeps monthly statistics difmers’ total purchases and sales for reporting t
Russian Supervisory Agency. The data include ngnfeg market transactions (i.e. primary, third &oarth
markets) thus we cannot confirm their reliabiliye obtained these data by private correspondence.
Romania Bucharest Stock Exchange publishes the datésamebsite. However, the data include non-regular
market transactions (i.e. primary, third and foumhrkets) thus we cannot confirm their reliabiliby. fact,
there are big outliers in the data, and we spemitihsato enquire about them. We obtained the falystelated

to a few outlier observations using personal comgations, which firmly dictated exclusion of the
observation (for example, a foreign company formadRomanian branch, a Romanian legal entity, and

transferring its shares to this branch appears b awet outflow number). We could not obtain dfiic



information from the Bucharest Stock Exchange, amdtackled the problem by removing all suspicious
outliers? Data are available atww.bvb.ra

Slovenia Monthly data from Ljubljana Stock Exchange araiblable atwww.ljse.si only for the period
January 1999 — January 2005. Exchange officialdidespond to our repeated e-mails asking whetloee
recent data are available.

Croatia Zagreb stock exchange does not compile any datforeigners. However, the Croatian Central
Clearing and Custody Company (SKDD) has been rigpthe total value of shares held by non-residants
monthly bulletins since January 2008ww.skdd.h). The data from February 2006 can be purchased fro
SKDD. However, these data turned out to be notfaklas ownership figures in terms of value of gisaneld
may change for reasons other than trading, in queati due to relative price changes of individuaicks.
Moreover, there are some jumps in the data, andiSH&xlined to comment on them.

Greece Monthly data from March 2004 are available frohe twebsite of Hellenic Exchanges group
(www.helex.gy. One of the cleanest and most comprehensivesag#da Exchange officials kindly provided us
the link to manually type earlier data from bukesti

Austria Vienna Stock Exchange does not compile any sitiexcept for foreigners’ total trading volume.
We use monthly data from Osterreichische NationibfONB) BoP statistics. Monthly data start from
January 2007. The summary figures reported on thiesite do not distinguish unquoted and mutual fund
flows, we obtained the full breakdown upon appl@atThe figures may also include IPOs, capital increase
etc., it is not possible to isolate regular matkades.

Spain We extracted monthly data on Madrid Stock ExcleaigSE) from January 2001 to December 2008
from monthly bulletins of MSE. We have also obtdirata on individual stocks from Ministry of Comroer

of Spain. The Spain data is accurate, but subfeatunique problem. Between 2001 and 2006, netoousgf
equal to 25% of market capitalization have beerondmd. Our enquiries about this have not provided a
definitive explanation, one hypothesis we were reffieis that these outflows are due to liquidatigh b
foreigners who were paid in shares of acquiringn&tacompanies in international acquisitions ofefgn

firms by Spanish firms.

I.D. Extended Literature Review:
While performing this tedious data search, | hage axtended the literature review in order to Bkensure

that this project is the first to study foreign @stors in European emerging markets 2) searcarfpclues on

* Officials of the Bucharest Stock Exchange werehadpful, they have not responded to my repeattmitsf(via e-mail,
phone calls and personal visits). At the end, Intbwut that these data are compiled by combiningrsé different
segments of the market such as Regular TransactRESS), deals, public offerings (POF), unlistedN({L$), etc.
(Bucharest Stock Exchange has 9 such categorigd)asked them to provide the REGS component iatisol. We are
still waiting for this since December.



data availability 3) to design the details of @lanned study of foreign flows — macroeconomic atgti
interaction, which was a new field for me. Thisemded literature review led me to discover theofgihg

papers, in addition to those | have already citedir@viewed in the project proposal.

i) Searching for any available study on foreign ingesttrading in European emerging markets
My extensive scanning of the literature confirmédttthere is no published work that studies foreign
trading in European emerging stock markets usimgptete data compiled at the destination, as arguéuke
proposal. Several studies use pooled data on a tanmber of markets but from one source countrk@Be
et al., 2002, using monthly UBeasury Capital Internationadlata reporting only flows originating from the
US) or from one custodian (Froot et al., 2001, ggiaily State Streetlata), and report only pooled results.
Such incomplete data have been shown to be vulieetatbiases, for example Pavabutr and Yan (208v¢ h
shown that the correlation between actual foreigwg data in Thailand and that derived from US $teg's
bulletin is merely +0.43.

However, | have discovered one working paper (Alemaand Ornelas, 2007) that has a similar
motivation of using data compiled at the destimattmd employs monthly data from 14 emerging markets
across the world including European emerging marketey obtain data for the 2000-2005 period from t
following sources: for Bulgaria, Estonia, Hungakythuania, Poland from the respective central barfds
Romania from the Stock Exchange. Their sample cmsinclude Brazil, South Africa and Asian markets
studied before. However, they only report poolesults, hence it is impossible to distinguish reswh
European emerging markets. Their main result idittding of positive feedback trading by foreigneising
local currency returns and negative feedback topdsing USD returns. However, this finding is niatuysible
as it implies stock markets move in the oppositedtion of the domestic currency; Ulkii and Dem{&f11)
document that this is not the case. We tried tlioate their finding on Turkey and Hungary where have
most reliable data: The negative feedback tradinify wespect to local returns remains robust no enatt
whether local currency returns or foreign curremignominated returns are used, both in Turkey and in
Hungary. The major problem in Alemanni and Orné307) is the lack of any explanation on how thtada
are compiled: the authors report that they compilexidata from a website search. In Section |.B la@d
above, we mentioned the inconsistencies amongreliffecountries’ data sources. For example, in Raenan
foreign flows data are distorted by frequent lumapsnon-regular market transactions that are aledglut
irrelevant to foreign equity trading (for exampiea month a net outflow figure 20 times biggemilzaerage
absolute value of net foreign flows resulted frofoeign company which was holding 40% of a Romania
publicly traded firm, starting a Romanian-residsmbsidiary and transferring its shares to thisllboa). It is
well-known that regression results are highly géresto outliers, and in the particular case of Roman data
simply removing 4 outliers drastically change resulherefore, we have spent 6 months to get ceahpiie

only-regular-market-trading component of Romaniareign flows data from the Bucharest Stock Exchange

9



Similarly, Central Bank data compilation proceduege not uniform. For example, Hungarian and Polish
Central Banks compile monthly equity flows underPBexcluding direct investors (those who have atdra
shares more than 10% of the firm), while Czech dteti Bank is unable to identify the trader anddd sut
direct investors. Further, due to the decentraliizadure of Czech and Polish stock markets, tha ttam
these countries may not be completely accurate eSoemtral Bank’s equity flow figures include mutfiahd
flows and a breakdown is not available on their sitels. Such crucial issues cannot be clarified auth
having detailed discussions with Central Bank acktExchange officials, and pooling data acrosstwes
may be severely misleading due to such differences.

On Hungary, which is of particular importance iistproject, | have noticed one paper which studies
foreign investors’ trading behavior in Forint fagei exchange and Hungarian government bond markets.
Using MNB data that are not available to publica@s and Varga (2006) distinguish two types of non-
resident traders: those who originate from US aKdadd others (non-Anglo-Saxon’s). They find thatgho:
Saxon’s exhibit positive feedback trading in Fofmteign exchange market during the January 2008ne
2004 period when the Forint fluctuated within a evishnd, and negative feedback trading between2Da
— December 2005 when the Forint fluctuated withielatively narrower range. Whereas non-Anglo-Saxon
exhibited negative feedback trading during bothsanfiples. They also find that foreigners (as a whobep)
exhibit positive feedback trading between Janud®12and May 2003, but their trading was unrelated t
previous day’s returns during the subsequent twarsyelhese results based on much more detailedadata
consistent with our conclusions that foreignerssamghisticated traders who trade on informatiohaathan

conditioning their trades naively on past returns.

i) A Literature Review on Stock Market — Real Econbitgraction

Part Il of this research project involves the fgttdy in the literature of the interaction betwéaneign equity
portfolio flows and domestic macroeconomic actiwtyemerging markets, hence there is no studyltovian
terms of methodology or structure. However, thera large literature on the interaction betweenkspices
and the real economy. As it was a new area for sneedl, | started by reviewing this literature, whiguides
the design of the second part of this project.

A link between net foreign flows into the stock ketr and the domestic macroeconomic activity
requires two connections: A positive connectionndeein stock market returns and macroeconomic activit
and a positive connection between foreign flows stodk market returmsHence, to explore the possibility of

any interaction between foreign flows and macroeatn activity in emerging markets, one has to first

> A direct connection between foreign flows and roaconomic activity, absent a connection betweecksteturns and
macroeconomic activity, would imply an extraordiaituation where stock markets are distracted fthenreality and
foreign investors can freely exploit their inforieet without having a price impact. This could otlg explained by
extreme irrational behavior of domestic investol®wlominate the local emerging stock market.

10



establish a connection between stock market reamdsmacroeconomic activity. There is a wide litem on
the latter, and the conclusions of this literatame summarized below.

Fama (1990) finds that future growth rates of pabidun, as a proxy for shocks to future cash flows,
can explain about 43% of annual stock return vditgbn the US (value-weighted NYSE index returns)
Schwert (1990) confirms the same result on a lotigeg-series and using alternative industrial pabidun
indices.

Canova and De Nicolo (1995) perform the first regtion of studies on stock market — output growth
association outside US, employing reduced forme®gions as in Fama (1990) and Schwert (1990). Using
quarterly real stock returns for the 1973-91 pemiain US, UK, Germany, France, Italy, they find ute
European (but not US) growth explains EuropeanrmstuThe strength of the association between stock
returns and output growth depends on how futureeebgal cash flows respond to the disturbances.
International linkages emerge because foreign bisacontain information about the future path améstic
variables. Employing Johansen cointegration tdstsseh and Strauss (2000) find a significant, lamg-
relationship between stock prices and domestic emternational economic activity in six European
economies. The economic activity variables they leyn@mre industrial production, business surveys of
manufacturing orders, short- and long-term interatgs. Variance decomposition methods supporstiioag
explanatory power of macroeconomic variables intrdouating to the forecast variance of stock pricEsey
conclude that stock prices are determined by maorammic activity. Cheung and Ng (1998) reach simila
results employing the real oil price, real consuomtreal money, and real output from Canada, Geyma
Italy, Japan, and the U.S as economic activityaldeis. Employing a VAR model, Gjerde and Saetter8q)19
find on Norway that stock market shows a delaysgaase to changes in domestic real activity.

As to results on European emerging markets, usatg flom the 1993-99 period, Hanousek and Filer
(2000) find that stock markets in Hungary and Pdlegspond to macroeconomic variables with lagsjewhi
the Czech market does not. Patra and Poshakwad@)28d on 1990-99 Greece data that short-run ohyoa
and long-run relationship exists between inflatimney supply, and stock prices, but do not findenwce of
any short- or long-run relation between exchangesrand stock prices. They conclude that publicrmétion
about macroeconomic variables can be used in gieglistock prices. Bilson et al. (2001) find a made
explanatory power of local macroeconomic varialllesemerging stock market returns. They also fittte i

evidence of identical sensitivities collectivelytisome at the regional level.

iii) Literature on The Effects of Foreign Capitalo#s on The Domestic Economy
There is a literature that employs total foreigpita flows without breaking down the equity, bomdoney
market and FDI components, to focus on the effettsapital flows on domestic macroeconomic variable
Using data from Turkey and Mexico, Alper (2002)dénthat capital flows (especially long-term) am@isgjly

pro-cyclical (he estimates a supply-driven modethef domestic economy). Using monthly data fromkéyr
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for the 1992:01 — 2001:06 period and employingaurgive VAR model, Berument and Dincer (2004) find
that positive innovations in capital inflows appede the domestic currency, increase output andesnon

supply, decrease interest rates and inflation énstiort rurf. The major shortcoming of these papers is failure
to control for global effects.

Some papers aim at assessing the benefits of kcaptaunt liberalization, hence focus on long-term
effects. Pooling 94 countries over the 1955-200dode Quinn and Toyoda (2008) find that capital ot
liberalization had a positive association with gtiown both developed and emerging markets. Feraich
Laux (2009) find that both inflows and outflows gpeedictive of GDP growth, but for less developed
countries the effect of inflows is especially sggohVang and Shen (1999) find that entry of foraigrestors
in Taiwan stock market lead to a positive influenceexchange rate volatility and a mild positiveiance on
stock market volatility. See Lane and Milesi-Farr@007) for an excellent review of internatiomavestment

positions of CEE economies.

II. EMPIRICAL ANALYSIS PART I:
FOREIGN FLOWS — EMERGING STOCK MARKET RETURNS INTER ACTION

IILA. Data

In Hungary, Czech Republic, Poland and Austria we Balance of Payments — Financial Account — Equity
Portfolio Flows - Liabilities data; in Greece, SpaRussia, Romania and Slovenia we use Stock Egehan
data; and in Croatia we use ownership data frontr@ebepository and Clearing Company. All the dasad

in this study are at the monthly frequency. Sanpgleods for each country, dictated by the datalalgity,
and the currency in which foreign flows are repoidee listed below.

Turkey: January 1997 — September 2010 (n=165urc®8olstanbul Stock Exchange.

Hungary: January 1999 — November 2010 (n = 14BUR Source: MNB BOP statistics

(we exclude the 1995-98 period as data from egukeiods were less reliable; though results ardamged
upon inclusion of the 1995-98 period)

Poland: January 2000 — November 2010 (n = 132l irBource: NBP BoP statistics

6 Cimenoglu and Yentirk (2005) discuss the long-teffacts of capital flows. Capital inflows can tregigboth private
consumption and investment expenditures. Increasedumption demand results in an increase of velgtrices of
nontradable sectors with respect to tradable sgcleading to a change in the composition of inwestt in favor of
nontradable which does not contribute to FX eamiogpacity and makes the economy more vulnerabtin@ncy
shock.
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Czech Republic: January 2003 — November 201098)=in CzKr. Source: CNB BoP statistics

(2 outliers removed)

Romania: January 2000 — December 2010 (n = 13@piD. Source: Bucharest Stock Exchange

(4 outliers removed)

Russia: August 2005 — November 2010 (n = 64) ihl®u Source: RTS Stock Exchange

Croatia: February 2006 — October 2010 (n = 56)ur&a Croatian Central Depository and Clearing Camyp
Slovenia: January 1999 — January 2005 (n = 73yrc®oLjubljana Stock Exchange

Greece: March 2004 — December 2010 (n = 82) UR Bource: Hellenic Exchanges Group

Austria: January 2007 — November 2010 (n = 47)WRESource: Osterreichische Nationalbank BoP $izgis
Spain: January 2001 — December 2008 (n = 96) in EB&urce: Madrid Stock Exchange

Net foreign flows are normalized by dividing by rketr capitalization (expressed in the same currency
as net foreign flows) at the end of the respectieath.

We represent local markets by the most-publicizedex of the local market: ISE-100 in Turkey,
BUX-12 in Hungary, WIG-20 in Poland, PSI in CzeckpRblic, RTSI in Russia, BET in Romania, Crobex-10
in Croatia, IBEX-35 in Spain, Athens General IndexGreece and SBI-20 in Slovenia. We representajlob
stock markets by the MSCI-Europe and MSCI Emerditagkets index. The use of a double index model is
one of our innovations accomplished during thisjgut as we document MSCI Emerging Markets index
returns to bear additional explanatory power on Band ISE index returns (Ulkii, 2010a) and on negifpr
flows in Turkey (Ulkii and Weber, 2010). The reagon choosing MSCI Europe index instead of MSCI-
World index or US indices is that using daily ddtading hour differences might blur the analysispecially
the contemporaneous and first lag interaction. les honthly return correlation between MSCI Worldl an
MSCI Europe indices is 0.944, this choice doesdistract us from picking worldwide market inforraati
Moreover, ISE-100’s correlation is stronger with ®1SEurope index than with other global developeadkat
proxies’ All stock index returns are the first differenafsnatural logs of index values. We express altlsto
market index returns in local currency terms, avgjdcurrency fluctuations clouding stock marketures.
Local returns are adjusted for inflation whenever ¢urrency has experienced annual inflation exongelD%
during any part of the sample. thus, we used ioftatdjusted local returns for Hungary, Poland, dbze
Republic, Romania, Russia and Croatia, but noSfmain, Austria, Greece and Slovenia, nor for glabatk
market index returns.

One of the innovations of this project is to useetizone adjusted MSCI Emerging Markets index we
constructed using the original components of M3@ek. Use of MSCI Emerging Markets index requires

special care at the daily frequency given thabiters a range of time zones across the world. tticpéar,

" Over the 1997-2010 sample period, the monthlyrretorrelation of ISE-100 with the MSCI Europe irdeas 0.572,
while it was 0.569 with the MSCI World index, 0.5&@th the S&P500 index and 0.550 with the FTSE-i@x.
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Latin American components, which have high corieftet with European emerging markets, contain global
(developed) market information that is not avaiaht European closing time. Using the same-dateelxin
values would thus cause US market information ftater Latin American trading hours to appear likerent
emerging market information, thus lead to overstathe impact of emerging markets on European nagte
the expense of next day MSCI Europe index’'s impaot may even distort contemporaneous flow-return
estimations. To avoid this problem, we createdreetzone-adjusted Emerging Markets index by usingesa
from t-1 of Latin American components and same-datedegalf all other (Asia, Europe, Middle East,
Africa) components of the MSCI Emerging Marketserdsuch that its value only reflects globally éafalie
information as of European closing time. This catiissue has not been mentioned in earlier paperts

experimented with the MSCI Emerging Markets index.

[I.B. Methodology

We implemented the methodology in the same wayeasribed in the proposal. Our analysis is based
on VAR methodology, which portrays the dynamic tielaship between flows and returh¥Ve augment the
bivariate-VAR model with the developed and emergihgpal market returns that are affected only kgirth
own lags. In other words, we define global rettmesendogenous variables in the VAR system, howseer
restrict the coefficients of local variables in tegquations for global returns to be zero. The athge of
utilizing this specification instead of a conventid VAR is that none of the lags of foreign flowsISE and
local returns affect the world returns, but conterapeous values of them are affected by the iretaous
and lag values of world returns.

Specifically, the following SVAR specification istamated:

A(L)Y; =& (2.1)
whereA(L) is ann x n matrix polynomial in the lag operator, = [E, EM, F, R, £(t) is the 4x1 vector of
structural disturbance&, EM, Rare the log returns of the MSCI Europe index, M&ierging Markets
index (adjusted for time-zone differences at thigydaequency) and local stock market index, respety,

andF is normalized net foreign purchases. The matiit€8.1) are specified as follows:

3 A) O 0 0O £,
EMt A21(L) AZZ(L) O o £2t

YOS e ] AT AL AL AL AL | T, 22)
R[ A41(L) A42(L) A43(L) A44(L) £4t

where the assumptions are the{tt ) is uncorrelated with pag{t —p) for p>0, and the coefficient matrix of

L?, A, is non-singular. The block exogeneity is représeiy zero entries iA(L), and implies thaE andEM

8 Hasbrouck (1991) was the first to suggest thedatéon between returns and flows be modeled adR §ystem.
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are exogenous to local variabesindR both contemporaneously and at Iagshis set of restrictions reflect a
plausible hypothesis that conditions in developetkats as well as the general appetite towards ginger
markets as a whole affect the domestic emergingkstoarkets, however domestic market variables are
unlikely to affect world indice¥’ Omission of this plausible restriction might résinl inaccurate impulse
response coefficients and variance decompositidagor papers employing VAR methodology in this liole
literature (Griffin et al., 2004; Richards, 200%h@oy similar restrictions only contemporaneousiyehable
identification of contemporaneous impulse respamsafficients. In Ulkii and Weber (2010), we perfodiae
sensitivity analysis by comparing the results watid without restrictions on lagged VAR coefficierige
have noted some small differences whereby the ihgfdtows on local returns at some lags operatasheir
relation to global market indices. In further amsgdy we have documented that in particular retwhs
emerging European currencies like Turkish Lira, ganman Forint and Polish Zloty can predict major
reversals in global stock markets (see Ulkii and iBen2011). The key insight is that, without thestrictions

on lag coefficients described above, impulse resp®nmay incorporate a spurious transmission effect
whereby a lead by local variables over global iedimay appear like a direct causal relationshipdet two
local variables, which might entail misleading iefieces, in particular an overstatement of laggaz: pmpact
and the extent of positive feedback trading wigpeet to local returns.

All variables entering the VAR system are statignand unit root test results are available upon
request (not reported to save space). We choseeaayes uniform lag order of4Impulse response functions
(IRF) are derived based on the structural facttidraas defined in Equation (2), which impliésto be
ordered first, followed b¥EM, and then the block of local variables. Note thabrderingeEM afterE, we are
measuring the incremental contribution of globakeging markets index over and above the globalldpee
market index. The system is estimated via Maximukelihood. For inference, we compute bootstrapped
error bands for impulse responses using the paleemtthod (Hall, 1992).

A central issue in the literature has been the rorgebetween flows and returns in Cholesky
factorization to enable contemporaneous identificatWhile the common treatment in the literatuas been
to place flows first, we show in Ulkii and Weber 1) that the assumption underlying this choiceds n
justified for Turkey, not even at the daily freqognHowever, as the daily data foreign flows data @ot
available for any European market other than Turlayd the structural conditional correlation (SCC)
methodology developed by Weber (2010) is not apple to monthly data, we have no chance to enquire

about the validity of this assumption in our pamdpean sample. Although we believe that this assioms

° Note that the above specification allow#o affectEM, but not vice versa.

®This hypothesis would hold true except for contagiemerging market crises like Mexico-94, Thail@Tder Russia-
98; and no such crises have taken place in Turkepng our sample period.

1 By doing so, we avoid imposing doubtful restricoat the expense of losing some degrees of freefibis helps us
uncover borderline significant individual responaésome lags.
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not likely to be valid, here we leave this criticgdue aside and follow the standard ordering aggamin the
literature by restricting the contemporaneous rasp®fF to R to zero.

All SVAR estimations have been performedJulti (www.jmulti.de) .

I1.C. Results

We present results by studying IRFs. IRFs trackdjngamic response of a variable to a shock in
another variable until the effect of the shock diesin. Hence, they provide a tool to distinguismperary
and permanent effects, to simultaneously analynéeagporaneod$and lagged responses, and to quantify the
cumulative effect. By portraying the trajectory thie lagged responses, they also enable measurerhent
economic significance of forecast ability. To emabh assessment of the relative played by eachblario
explain the variation in other variables in thetegg we present variance decomposition tables.

In IRF graphs to follow, we track the response tina-standard deviation shock (the solid line m th
middle). Thus, we focus on the effect of the swgiiunexpected) component of the variables in yetes.
Bootstrapped 90% confidence bands are also provwldatlp a visual inspection of the significancetiué
results (dashed red lines around the solid libjoughout the text below, we will use the variabéames in
abbreviated form as defined above.

As precise data are available only from Turkey fingt present results on Turkey which will serve as

a benchmark to compare other countries.

II.C.1. Turkey Results
The first (upper-left) IRF in Figure 11.TR.1 sugges strongly positive contemporaneous responge (okt
foreign flows in ISE) tdE (global developed market returns). The laggedaesps are positive and borderline
significant in some of the subsequent months. Téspanse tEM (global emerging market returns) is
similarly significantly positive, though with a sitea magnitude contemporaneously, but strongeagd,leven
significant up to & month. Thus, global emerging market returns aréngortant determinant of foreign
flows into ISE, significant even after controllifigr global developed market returns. This is a riieding,
suggesting that portfolio rebalancing followinggarichanges in source markets may not be the oahapl
driver of foreign flows into emerging markets. Add#ional factor, either portfolio rebalancing angon
emerging markets or an information factor correlaté¢th emerging market returns, must exist.

In unreported results without controlling f&M, we find that the lagged responsed-d itself are
significantly positive, implying strong persisteneehich might be considered as an indication ofllmgy as
the alternative explanation, market-wide ordertspj across months, is to be ruled out here. Haneance

sufficient lags of global emerging market returme eontrolled for, its magnitude and significandsibly

12 Concerning contemporaneous effects, they reflectactorization imposed.
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diminish, as seen in Figure 11.TR.1 below (thirdgin in the upper row). Thus, lagged global emergiagket
returns account for a large portion of persistanaeet foreign flows.

A key finding, already documented kizlerli and Ulkii (2010) is the negative feedbaciding with
respect to local market returns at the monthly feegy. Here, we show that this finding is robust to
controlling for global emerging market returns (ttwairth graph in the upper row). The negative lagge
response of net foreign flows to local returnsteg monthly frequency would be consistent with uoidf
rebalancing whereby international investors redtie®r holdings gradually over time after a partaul
emerging market has outperformed to bring theitfploo weights back to previous levels. Note thidha@ugh
the lagged response of net foreign flows to glak&lrns is significantly positive, the negativepasse to
local returns rules out two alternatives: a namegchanic positive feedback trading strategy andirsent
trading.

IRFs in the lower row suggest that ISE returns slsome borderline-significant lagged response to

global emerging market returns and net foreign $lownplying some forecastability. In particular.eth
cumulative lagged responsekto EM is noteworthy.

Figure II.TR.1: Monthly Impulse Reponses ofF and R
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The upper row shows impulse responses (IR) of aretidn flows F) to a 1-standard deviation shock in MSCI-Europe
index returns ), MSCI Emerging Markets index returnBN)), itself, and ISE-100 index returnR)( respectively. The
lower row shows impulse responses of ISE-100 rst@nto a 1-standard deviation shock in MSCI-Europeinreturns
(E), MSCI Emerging Markets index returrsN]), net foreign flows ) and itself, respectively. Each graph is described
by a notation on its top where the letter before dhrow stands for the impulse (shock) variable thedletter after the
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arrow represents the response variable. The snédn the middle represents IR coefficients areldhshed lines around
it represent bootstrapped 90% confidence band.iXshows the months. 0 is the contemporaneous month

Forecast error variance decompositions based osatine specification are presented in Table I.TR.1
below to assess the relative role played by vaggmbi our VAR system in explaining foreign flowsddocal
returns. Global emerging market returns have affignt explanatory power in determining net foreitpws
that operates with lags of several months. It $® aloteworthy that a significant portion of theigace inF

(unlike that inR) is accounted for by lagged variables in the syste

Table II.TR: Variance Decompositions for Turkey (Monthly Freqogn

Proportions of forecast error in Faccounted for by: Proportions of forecast error in R accounted for by:

forecast horizon E EM F R forecast horizon E EM F R
1 0.12 0.06 0.82 0.00 1 0.35 0.07 0.03 0.55
2 0.11 0.08 0.74 0.07 2 0.34 0.07 0.04 0.55
3 0.11 0.08 0.74 0.07 3 0.34 0.07 0.04 0.55
4 0.11 0.09 0.73 0.07 4 0.34 0.08 0.04 0.55
5 0.13 0.12 0.68 0.08 5 0.33 0.09 0.04 0.54
6 0.13 0.12 0.68 0.08 6 0.33 0.09 0.04 0.53
7 0.13 0.12 0.68 0.08 7 0.33 0.10 0.04 0.53
8 0.13 0.12 0.68 0.08 8 0.33 0.10 0.04 0.53
9 0.13 0.12 0.68 0.08 9 0.33 0.10 0.04 0.53
10 0.13 0.12 0.68 0.08 10 0.33 0.10 0.04 0.53

Next, we provide additional break-downs using dunvasiables to partition the data. Specifically, by
employing dummy variables, we estimate differeneftoients for a particular right-hand-side variabl
(including all lags) depending on its current sigm.Figure I.LTR.2, we compare the cumulative ingaul
responses of net foreign flows to local return &owhen returns are negative or posifiv@here is a
pronounced asymmetry: negative feedback tradingagponly following positive local returns. Thidasi out
a mechanic portfolio rebalancing strategy and aaffgsentiment trading. In Figure 11.TR.3, we coanp the
cumulative impulse responses to positive and negatet foreign flows. Panel A shows that net flcave
more persistent at long lags following net inflomghereas they are more volatile (persistent atllagut
reverse later) following net outflows. In unrepartesults, we also find that both net inflows, touparticular
net outflows, exhibit contrarian market timing withspect to local returns. Panel B shows that EHrns
exhibit more lagged response Fowhen foreign capital flows out whereas the pricgact in case of net
inflows is mainly contemporaneous and partly resdriater. Together these results may be indicatfven
ingenious timing strategy whereby foreigners buitdlong positions smoothly over time, and take athge

of bullish sentiment among domestic investors,rdfigially riding it, to exit the market well ahdeof bad

13 As the standard deviation in cases of positiversghtive values of the variables might differagymmetry checks we
track impulse responses to a 1-unit rather thataddard deviation shock for better comparability.
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times, successfully avoiding a contemporaneouseprmpact* As we shall see below, daily results also

support this interpretation.

Figure Il.TR.2: Asymmetry in Feedback Trading
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The solid-blue (dashed-red) line shows cumulatimpllse responses of net flows to a 1% return shdwn returns are
positive (negative). 0 is the contemporaneous gderio

Figure II.TR.3: Asymmetry with respect to Net Inflows versus Net Outflows
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In Panel A, the solid-blue (dashed-red) line showsulative impulse responses of net flows to a oattflow shock
when it is inflow (outflow). In Panel B, the solldue (dashed-red) line shows cumulative impuls@aeses of local
returns (in per cent) to a unit net flow shock wiitea inflow (outflow). 1-unit net flow is 1 % aiarket capitalization. 0
is the contemporaneous period.

In unreported analysis, we compare our resultsepjicating the same specification on Korea and
Taiwan. The negative feedback trading at the mgrfilelguency is common (i.e. net flows respond talo
returns significantly negatively at the first aretend month lags) in both Korea and Taiwan, asurkdy.

14 An alternative interpretation based on the retagimsiness of implementing portfolio rebalancidtpieing a rise in the
local market (in the form of profit taking) wouleénbe consistent with the lagged price impact afouwgflows.
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This suggests quite uniform behavior of foreignestors across geographies and qualifies resulsorok
previous studies that report positive feedbackitga@t the monthly frequencdy.However, the asymmetry
(i.e., negative feedback trading following bulliblat not bearish months) is most visible in Turkguijte
moderate in Taiwan and absent in Korea. This magdnsistent with an argument that large externfitite
might make foreign investors more alert at goodetinand hesitant to finance at bad times. This is an

interesting hypothesis which shall be further inigeged below to see whether it can be generalized.

II.C.2. Hungary Results

Figure 1.HU.1 below portrays a basically similactpre to that of Turkey. Net foreign flows in Huary
display strong positive response Ep but one difference is that the lagged responséhénnext month
following the shock is even stronger than the ampieraneous response. Another difference is Higt
contemporaneous responsel is insignificant in Hungary, which may be a reflen of the effect of EU
membership European benchmarks more relevant aéxpense of global emerging market factéryet,
global emerging markets exert a cumulative laggesitipe effect which is significant at the thirddafourth
lags. The persistence of net foreign flows (seerthim third graph of the upper row) is relatively aim
compared to that in Korea and Taiwan. Hence a smakrsistence in foreigh appears to emerge as a
common characteristic of European emerging marRéts.higher persistence in Asian markets can lwedra
to trading restrictions imposed on foreigners. Ohthe strongest results is seen in the forth gaffghe upper
row: The significant negative response of net fgndiows to local returns at the second and tragslimplies
negative feedback trading, a result which was égsttong in Turkey, as well as in Korea and Taiwan
Hence, negative feedback trading at the monthlgueacy emerges as a common behavior of foreign
investors in European markets as well. Looking a&bl& [I.LHU we see that while accounts for the largest
portion of the forecast error variance, one of ldmgest lagged effects comes from the negativebfaed
trading with respect to local returns.

The second row of Figure Il.LHU.1 shows that BUXures (R) display a strong positive
contemporaneous response to btandEM. As we orderEM after E contemporaneously, this means that
global emerging market index returns bear sigmifidacremental explanatory power on BUX returnse Th
response oR is completed faster than that Bf which may be an indication of the “following raththan
leading” character of net foreign flowEM appears to have some effect at longer lags as whkith we
interpret as a reflection of long-lasting relattvends of emerging markets. The association betwesmdR is
mainly contemporaneous (i.e. 5% out of 6% of fosé@aror variance ifR accounted for by comes in the

contemporaneous period), which we allocat&’asmpact onR by assumption. So, we do not know whether

!> Those earlier results may be due to failure tgerly control for global developed and emerging keareturns, and
short samples covering post-liberalization periaith partial restrictions on foreigners’ trading.
8 Hungary constitutes around 0.4% of the MSCI Enmeydilarkets index (Turkey 1.7%).
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this contemporaneous associatiorris impact onR or just reflects intraperiod positive feedbaclding by
foreigners. The significant positive responseRofo F at the fourth-month lag is economically netrw
significant (can account for about only 1% of tbeetast error variance R). The last graph in the lower row

shows a small degree of negative autocorrelatiddlX returns.

Figure II.HU.1: Impulse Reponses of andR
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The upper row shows IRs of net foreign flows (o a 1-standard deviation shock in MSCI-Europdeinreturns E),
MSCI Emerging Markets index returngN), itself, and BUX index returnsR}, respectively. The lower row shows
impulse responses of BUX returnB) (to a 1-standard deviation shock in MSCI-Europdein returns ), MSCI
Emerging Markets index returngNf), net foreign flows k) and itself, respectively. Each graph is descrimgd notation
on its top where the letter before the arrow stdodshe impulse (shock) variable and the lettéerathe arrow represents
the response variable. The solid line in the midéjeresents IR coefficients and the dashed linearar it represent
bootstrapped 90% confidence band. X-axis showsiitnaths. 0 is the contemporaneous month.

Table 1I.HU: Variance Decompositions for Hungary

Proportions of forecast error in F accounted for by: Proportions of forecast error in R accounted for by:

forecast horizon E EM F R forecast horizon E EM F R
1 0.04 0.00 0.96 0.00 1 0.42 0.10 0.05 0.44
2 0.10 0.00 0.90 0.00 2 0.45 0.09 0.05 0.41
3 0.09 0.02 0.87 0.01 3 0.44 0.10 0.05 0.41
4 0.08 0.06 0.82 0.04 4 0.44 0.10 0.05 0.41
5 0.09 0.06 0.81 0.04 5 0.44 0.10 0.06 0.40
6 0.09 0.06 0.81 0.04 6 0.44 0.10 0.06 0.40
7 0.09 0.06 0.81 0.04 7 0.44 0.10 0.06 0.40
8 0.09 0.06 0.80 0.04 8 0.44 0.10 0.06 0.40
9 0.09 0.06 0.80 0.04 9 0.44 0.10 0.06 0.40
10 0.09 0.06 0.80 0.04 10 0.44 0.10 0.06 0.40
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Figure 11.HU.2 below shows that the negative feetltaading is asymmetric with respect to the sign
of the past monthly returns, just as in Turkey, andtrary to findings in Korea and Taiwan where atag
feedback trading was found irrespective of the sfrpast local returns. Specifically, negative fesck
trading occurs only following rising markets. Tipiovides support to one of the main findings o$ thioject:
foreign investors may be more alert at good timesarkets with large external deficits. The up@dt-graph
in Figure II.HU.3 below suggests that this asymgneannot be explained by a negative autocorrelatioret
flows following net inflows.

Figure 11.HU.2: Asymmetry in Feedback Trading
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The left panel shows net foreign flows’ (F) respots positive local returns (RPOS), and the rigirigd shows-'s
response to negative local returns (RNEG).

The upper row of Figure II.HU.3 shows that net lmuwtE are more persistent. The contemporaneous of
net flows with local returns is significant bothdase of net inflows (F>0) and in case of net outfl (F<0),
albeit a bit stronger in the former case. Howewet, outflows seem to have more forecast power turdu
local returns.

Figure 11.HU.3: Asymmetry with respect to Net Inflows versus Net Outflows
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The upper-left panel shows the responsg af itself whenF > 0, and the lower left panel shows the respomgeto F
whenF > 0. The upper-right panel shows the respons€ td itself whenF<0, and the lower left panel shows the
response oR to F whenF < 0.

11.C.3. Poland Results

The first graph in the upper row of Figure Il.Plb&low shows that net foreign flows in Poland digpda
sustained positive lagged responseBEdollowing the typical positive contemporaneousp@sse, both
significant economically as well as statisticalfycan account for 15% of the forecast error varianée 12%
out of which comes at lags. Poland’s stock markeears to be more responsiveEtthan the Hungarian and
Turkish stock markets (51% of the forecast erraravece of WIG returns accounted for By. Although there
are some statistically significant positive resmat lags (the first graph in the lower row), ntb& response
is completed contemporaneousRq lagged response can only account for 1% of dhechist error variance).
WIG returns are contemporaneously affected by eimgrgnarket returns, which can account for 9% of the
forecast error variance R), however net foreign flows do not significantgspond td&M. The third graph in
the upper row suggests a slightly stronger degfemisistence in F. The last graph in the upper sbaws
that negative feedback trading by foreign invesi®so common in Poland. The third graph in tivedr row
suggests that net foreign flows have little foréedmlity of future WIG returns. The negative autoelation

in local returns is present also in Poland.

Figure II.PL.1: Impulse Reponses of and R
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See explanations below Figure II.HU.1.
Table Il.PL: Variance Decompositions for Poland
Proportions of forecast error in F accounted for by: Proportions of forecast error in R accounted for by:
forecast horizon E EM F R forecast horizon E EM F R
1 0.03 0.00 0.97 0.00 1 0.51 0.09 0.02 0.38
2 0.08 0.00 0.88 0.04 2 0.51 0.09 0.02 0.39
3 0.12 0.01 0.83 0.04 3 0.50 0.09 0.03 0.39
4 0.13 0.01 0.80 0.06 4 0.50 0.09 0.03 0.38
5 0.14 0.01 0.79 0.06 5 0.51 0.09 0.03 0.37
6 0.14 0.01 0.78 0.06 6 0.51 0.09 0.03 0.37
7 0.14 0.01 0.78 0.06 7 0.51 0.09 0.03 0.37
8 0.14 0.01 0.78 0.07 8 0.51 0.09 0.03 0.37
9 0.15 0.01 0.78 0.07 9 0.51 0.09 0.03 0.37
10 0.15 0.01 0.78 0.07 10 0.51 0.09 0.03 0.37

In Poland, we observe negative feedback both fatigyositive returns (left panel of Figure I.PL.2)
and following negative returns (right panel of Figul.PL.2). In other words, negative-feedback-ingd
asymmetry is absent in Poland, as in Korea and 8rait/e hypothesize that this asymmetry is a coresespu
of large external deficits leading to a loweredfaence of foreign investors to keep them from bgyat bad
times and being more alert at good times. For gpothesis to remain valid, we should be able tdaxp
foreigners’ differential behavior in Poland by ttedative stability of Poland. A brief inspectionggests that
over the last seven years the average current atcdeticit / GDP ratio has been 6.5% in Hungar#%4.in

Turkey, and 3.1% in Poland. Poland also fares bettéerms of public debt level and deficits: Pabdiebt /

24



GDP ratio has averaged around 52% over the lasaBsyin Poland, 67% in Hungary and Turkey. Theamer
government budget deficit over the last 9 yearsdeas around 6.2% in Hungary vs. 4.2% in Pofdntence,
our hypothesis remains robust in the face of exaddrom Poland.

Figure 1l.PL.2: Asymmetry in Feedback Trading
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The left panel shows net foreign flows’ (F) respoits positive local returns (RPOS), and the rigrigd shows='s
response to negative local returns (RNEG).

The upper row of Figure 1.PL.3 suggests that oe¢ign flows in Poland are more persistent when
they are positive than when they are negative.

Figure 11.PL.3: Asymmetry with respect to Net Inflows versus Net Outflows

Y Turkey's government budget deficit numbers ardatefl by high interest payments in the first had0@'s with

nominal interest rates ranging between 40-80%, dnénakish officials focused on a primary surplusgéd of 6% of
GDP, which is not comparable to figures of Hungamg Poland.
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The upper-left panel shows the responsg af itself whenF > 0, and the lower left panel shows the respomgeto F
whenF > 0. The upper-right panel shows the respons€ td itself whenF<0, and the lower left panel shows the
response oR to F whenF < 0.

[1.C.4. Czech Republic Results:

The first graph in the upper row of Figure Il.C&liggests that net foreign flows’ responseEtts much
weaker in the Czech stock market, compared toithBiungary, Poland and Turkey. This is despiteftut
that local returns are strongly relatedBavith 70% of the forecast error variance of Pragteck Exchange
(PSE) index returns accounted forlByEM appears to negatively associated with contempoteneet flows,
but to have a positive lagged impact. The net eti@pears to be insignificant. Third graph in tipper row
suggests persistence in net foreign flows. So, bgeve a high level of persistenceFimn Poland and Czech
Republic while a lower level of persistence in Hangand Turkey. As the fourth graph in the uppev ro
suggests, the negative feedback trading by foresgisealso significant in the Czech stock markéte $econd
graph in the lower row shows that PSE index paaljivesponds td&=M. The third graph in lower row
provides a quite interesting result as PSE indexme displays a significant positive responsedbfareign
flows only in the third month following the shockhis third-lag response can account for approximaaeo
of the forecast error variance on PSE index retuasch stock market is unigue in that the conteanpmous
association betweelR andR is negligible. We interpret this as strong evideirt favor of the hypothesis,
emerging out of this project work, that the contenameous positive association betwéeandR reflects

foreigners’ response to information contained itumes rather than foreigners having a strong pirigeact.
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Czech stock market is know to be only weakly linkedundamentals (see for example Hanousek and, File
2000 among others), hence it is striking to not the contemporaneous price impact of net foréams is

estimated to be around zero uniquely in a mark#t this characteristic.

Figure 11.CZ.1: Impulse Reponses of and R
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See explanations below Figure Il.HU.1.
Table II.CZ: Variance Decompositions for Czech Rephlic
Proportions of forecast error in F accounted for by: Proportions of forecast error in R accounted for by:
forecast horizon E EM F R forecast horizon E EM F R
1 0.02 0.01 0.96 0.00 1 0.67 0.04 0.00 0.29
2 0.02 0.01 0.88 0.09 2 0.69 0.04 0.00 0.27
3 0.03 0.02 0.87 0.09 3 0.68 0.04 0.00 0.27
4 0.04 0.03 0.84 0.09 4 0.67 0.04 0.03 0.26
5 0.03 0.04 0.84 0.09 5 0.70 0.04 0.03 0.24
6 0.04 0.04 0.83 0.09 6 0.70 0.04 0.03 0.24
7 0.05 0.04 0.82 0.09 7 0.70 0.04 0.03 0.24
8 0.05 0.04 0.82 0.09 8 0.70 0.04 0.03 0.24
9 0.05 0.04 0.82 0.09 9 0.70 0.04 0.03 0.23
10 0.05 0.04 0.82 0.09 10 0.70 0.04 0.03 0.23

Figure 11.CZ.2 below shows that the negative feellltaading asymmetry is significantly present in

Czech stock market as well. Foreigners sell folfamises (left panel) but do not buy following falright
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panel). In order for our hypothesis to remain validech economy should suffer from large exteredicids
and/or public debt. The average current accourtidéfGDP ratio over the last seven years has [%6%,
public debt / GDP ratio 35.9% and government budigdicit / GDP ratio 3.6%. Hence, results from Grec
Republic do not support our hypothesis that thdlfaek trading asymmetry is driven by large extedsdicits
or by twin deficits. However, unique characteristaf the Czech stock may also have lead to thisooos,

hence we do not think that results on Czech Repualpé sufficient to play down our hypothesis.

Figure 11.CZ.2: Asymmetry in Feedback Trading
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The left panel shows net foreign flows’ (F) respoits positive local returns (RPOS), and the rigrigd shows-'s
response to negative local returns (RNEG).

The upper row of Figure II.CZ.3 below suggests tieitflows are slightly more persistent when they
are positive than when they are negative. The loarshows that the intriguing lagged responsB ti F at
the third-month lag is significant both in casenef buying and in case of net selling by foreigneooking at
the contemporaneous association, we note thatit afisggnificantly, net inflows (outflows) are nezely

(positively) associated with local returns.

Figure 11.CZ.3: Asymmetry with respect to Net Inflows versus Net Outflows
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The upper-left panel shows the responsk tf itself whenF > 0, and the lower left panel shows the respof$eto F
whenF > 0. The upper-right panel shows the respongetofitself whernF<0, and the lower left panel shows the
response oR to F whenF < 0.

[1.C.5. Romania Results

First, recall that Romanian data are contaminagethay also include non-regular market transact{oes
possible direct equity investment flows, IPOs, Jet€he results significantly improve when we remale
outlier observations iifr series. However, we are unable to identify andoramother non-regular market
transactions. Assuming that such transactions amdom, we can still get meaningful results though o
estimates may be nosier. The first graph in theeuppw of Figure 111.RO.1 below suggests that raeign
flows significantly positively respond @ both contemporaneously and at ldg/s.response t&M seen in the
second graph appears to be quite volatile and weotanterpret reliably (the zigzags get smoothbemwwe
remove 3 more outliers). The third graph in thearppw shows that persistence in net foreign flesa@milar
in Romania as in other markets. The negative feddtrading by foreigners is in Romanian stock madan
barely be recognized amid a noisier response paffdre results in the lower row are easier to preras
returns data is not subject to noise: BET indexrret exhibit a positive response to b&hand EM both
contemporaneously and at lags. Net foreign floms positively associated with BET returns in the

contemporaneous period (third graph in the lowenro

Figure II.RO.1: Impulse Reponses of andR
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See explanations below Figure II.HU.1.

Table II.RO: Variance Decompositions for Romania

Proportions of forecast error in F accounted for by:

Proportions of forecast error in R accounted for by:

forecast horizon E EM F R
1 0.06 0.00 0.94 0.00
2 0.08 0.00 0.92 0.00
3 0.10 0.02 0.85 0.03
4 0.11 0.03 0.82 0.04
5 0.11 0.05 0.80 0.04
6 0.11 0.06 0.80 0.04
7 0.11 0.06 0.79 0.04
8 0.11 0.06 0.79 0.04
9 0.11 0.06 0.79 0.04
10 0.11 0.07 0.79 0.04

forecast horizon E EM F
1 0.15 0.13 0.08
2 0.17 0.13 0.07
3 0.17 0.13 0.08
4 0.17 0.14 0.08
5 0.19 0.14 0.08
6 0.19 0.14 0.08
7 0.20 0.14 0.08
8 0.20 0.14 0.08
9 0.20 0.14 0.08

10 0.20 0.14 0.08

0.65
0.63
0.62
0.61
0.59
0.58
0.58
0.58
0.58
0.58

Figure 11.RO.2 below uncovers an interesting cadee full-sample negative feedback trading was

barely recognizable. However, when we break d&igresponse to positive and negative past retwassee

negative feedback trading following positive resiamd positive feedback trading following negateirns.

This makes the most extreme example of the feediradlng asymmetry in Romania.

Figure 11.RO.2: Asymmetry in Feedback Trading
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The left panel shows net foreign flows’ (F) respots positive local returns (PosR), and the rigirtgd shows's
response to negative local returns (NegR).

I1.C.6. Russia Results:

As in Romania, we are unable to sort out non-regukrket transactions in Russia. Given the shedenple,
these results require caution in interpretatiorsoXbr this reason, we do not perform the breakdowinother
issue is that Russia is a relatively large compboéMSCI Emerging Markets index constituting 7.@%the
index as of Feb.2, 2011. (This compares to Turkleg,second largest European constituent of thexjnde
whose share is only 1.6%). As one might suspeetctirelation between RTS returns & is +0.86, the
highest correlation between any emerging stockxnaed any global index in our sample, making the
estimation vulnerable to multicollinearity. To asidhis problem, we drogM here and estimate a trivariate
VAR model. The first graph in the upper row of Figul.RU suggests that net foreign flows signifidgan
positively respond t& in the contemporaneous month and the following thoRTS index returns display a
positive but quite prolonged responseBdthe first graph in the lower row). We attributgst prolonged
response to the possibility thiatis a good predictor of demand for Russian enengly@mmodity products.
Indeed, in Ulkii and Demirci (2011) we show that RfiBex returns positively respond commodity price
index (CI) after controlling foE and ClI itself positively responds & The second graph in the upper row
suggests strong persistence in net foreign flowRirssid® Once again, we obtain significant negative
feedback trading with respect to local returnsrétigraph in the upper row). Negative feedback trgds
economically significant as it can explain 9% ofeftast error variance . The second graph in the lower

row suggests that local returns are not signifigaaftected by foreign flows.

18 E andF series in our Russia data reject the null of & nanit just below 1% level of significance, hence performed a
robustness check by using the first differenc&@&ndF. The persistence iR naturally disappeared (but this does not
have an economic implication), and the persistém¢be response d® to E has diminished, but the response at the first
and fourth month lags remained significant. All eitlresults remained the same, in particular theatiesy feedback
trading became more significant at the 1-month lag.
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Figure Il.RU: Impulse Reponses of- andR
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See explanations below Figure II.HU.1.

Table 11.RU: Variance Decompositions for Russia

Proportions of forecast error in F accounted for by: Proportions of forecast error in R accounted for by:

forecast horizon E F R forecast horizon E F R
1 0.12 0.88 0.00 1 0.48 0.01 0.51
2 0.11 0.83 0.06 2 0.53 0.01 0.46
3 0.10 0.81 0.09 3 0.55 0.01 0.44
4 0.10 0.81 0.09 4 0.54 0.03 0.43
5 0.09 0.82 0.08 5 0.54 0.03 0.43
6 0.09 0.83 0.08 6 0.54 0.03 0.43
7 0.08 0.84 0.08 7 0.53 0.03 0.43
8 0.08 0.84 0.07 8 0.54 0.03 0.43
9 0.08 0.85 0.07 9 0.54 0.03 0.43
10 0.08 0.85 0.07 10 0.54 0.03 0.43

[I.C.7. Croatia Results:

Recall that Croatian data were obtained from th@eyghip ratios reported by the Central Depositorgt a
Clearing Company. A major problem with this typedaita is that ownership ratios may change for mreaso
other than trading. While non-trading transfers ao¢ likely to frequently take place between acdsurf
residents and nonresidents (as we know from oueréxpce with daily data from Turkey), relative pgric
changes of stocks held by residents versus nomrgsidnay significantly affect ownership ratiosmiiy even

create a systematic bias as foreigners are knovoltbrelatively larger stocks. This problem cannbach

32



more severe in Croatia as the number stocks trackikly is very small. Hence, we suspect thatfoseries

may be contaminated by relative price changesualile our experience with daily data from Turk&yhére

in Ulkii and Weber (2010) we validated our dailyaday aggregating it into monthly and found a catieh

of +0.845 with actual monthly net flows) we have attance to check the accuracy of our data extgrnall

Hence, we refrain from reaching conclusions basethe results in the upper row of figure 1.CR beldhe

lack of a meaningful relationship &fwith our variable€, EM, andR and lack of any persistence finmay

result either from measurement errorgiseries or from the unusual behavior of a tiny lstoarket.

Figure 1I.CR.1: Impulse Reponses of and R
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Table II.CR: Variance Decompositions for Croatia

Proportions of forecast error in F accounted for by:

forecast horizon E EM F
1 0.00 0.05 0.94
2 0.01 0.08 0.89
3 0.04 0.08 0.86
4 0.04 0.08 0.86
5 0.05 0.08 0.85
6 0.05 0.08 0.85
7 0.05 0.08 0.85
8 0.05 0.08 0.85
9 0.05 0.08 0.85

10 0.05 0.08 0.85

0.00
0.02
0.02
0.02
0.02
0.02
0.02
0.02
0.02
0.02

Proportions of forecast error in R accounted for by:

forecast horizon E EM F
1 0.42 0.04 0.05
2 0.53 0.03 0.04
3 0.54 0.03 0.04
4 0.53 0.05 0.04
5 0.53 0.05 0.04
6 0.54 0.05 0.04
7 0.54 0.05 0.04
8 0.54 0.05 0.04
9 0.54 0.05 0.04

10 0.54 0.05 0.04

0.50
0.40
0.38
0.37
0.37
0.36
0.36
0.36
0.36
0.36
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[1.C.8. Slovenia Results

The first two graphs in the upper row of Figuré&l.indicate that net foreign flows in Slovenia piosily
respond tcE but not toEM. Interestingly, the first two graphs in the lowew suggest that local returns in
Slovenia are positively associated wiEM but not withE. This alone would provide evidence in favor of
rebalancing hypothesis (i.e. foreigners buy (dellpwing rises (falls) in their home markets tortayy portfolio
weights back to original levels) and against oysdiliesis that foreigners’ trading reflects inforimat which

we are trying to promote in this research progrdowever, recall that Slovenia data pertain to t989t2005
period (so our sample corresponds to a period durnformation costs were relatively higher), andter
Slovenia is a very small market so that globalnmied traders would not choose to be active. Henedjnd

it interesting (and encouraging for our hypothetig} this exceptional result is obtained in onéhefsmallest
markets in our sample. The third graph in the upper suggests strong persistencé-inThe fourth graph in
the upper row is the first in our sample to suggésence of negative feedback trading. Note thiffircet al.
(2004) find negative feedback trading in Sloveritha daily frequency, the only exceptional resuftong the
six markets analyzed in their study using dailyadalote that in Ulkii and Weber (2010) we reachreng
conclusion using 10-14 years of monthly and 7-laryeof daily data on Turkey, Korea and Taiwan that
foreigners positive feedback trade at the dailygdiency but negative feedback trade at the monthly
frequency.- We suspect that both our and Griffialés result may have been driven by the abseheetive
international short term investors in the Ljubljastack exchange. The third graph in the lower roggests
that local returns are positively associated withforeign flows significantly only betweer' 4nd 7 month

lags.

Figure 1.SL: Impulse Reponses ofr and R
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Table II.SL: Variance Decompositions for Slovenia

Proportions of forecast error in F accounted for by: Proportions of forecast error in R accounted for by:
forecast horizon E EM = R forecast horizon E EM F
1 0.05 0.00 0.95 0.00 1 0.01 0.01 0.02
2 0.09 0.01 0.90 0.00 2 0.01 0.08 0.01
3 0.15 0.02 0.82 0.01 3 0.04 0.09 0.01
4 0.17 0.02 0.80 0.01 4 0.04 0.09 0.01
5 0.17 0.02 0.79 0.02 5 0.04 0.12 0.03
6 0.18 0.02 0.78 0.02 6 0.04 0.12 0.04
7 0.17 0.02 0.78 0.03 7 0.04 0.12 0.05
8 0.17 0.02 0.78 0.03 8 0.04 0.12 0.06
9 0.17 0.02 0.78 0.03 9 0.04 0.12 0.06
10 0.17 0.02 0.78 0.03 10 0.04 0.12 0.06

0.96
0.89
0.86
0.86
0.81
0.80
0.79
0.78
0.78
0.78

I1.C.9. Greece Results

Greece has been classified as a developed matket than emerging market for about half a dechéace,

we tried two versions of our model, one includimgl @ne excludindeEM. We find that both+ andR exhibit

some significantly positive responseBEM contemporaneously and at the third IB§] can account for 9%

and 4% of the forecast error variance~afindR, respectively, which is comparable to what obtdiimeother

major markets in our sample. Hence, Greece appeatdl display some emerging market charactesstill
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other results are qualitatively identical underhbe¢rsions, and to conserve space we only repsultsewith
the four-variable model which includ&s/.

Net foreign flows in Greece display a prolongeditpges response té& (first graph in the upper row),
whereas local returns complete most of their adjast toE by the first month-lag (first graph in the lower
row). Third graph in the upper row suggests th persistent. The fourth graph in the first r@aso far the
first evidence in a major market on the absence régative feedback trading. As data from Greepedsise
data obtained from the stock exchange, this résuitghly reliable. We will discuss about this fing later
below. The third graph in the lower row suggests tbcal returns are not only positively associateth
contemporaneous net flows, but also display a Sugmitly positive lagged response to them, evemghahe

forecast ability contained ik does not seem to be economically significant ggdd responses &to F can
only account for 1% of the forecast error variaimcB.

Figure II.GR.1: Impulse Reponses of andR
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Table 1I.GR: Variance Decompositions for Greece
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Figure 11.GR.2 suggests that absence of any feédibading is valid following both positive and
negative returns in Greece.

Figure Il.GR.2: Asymmetry in Feedback Trading
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The left panel shows net foreign flows’ (F) respots positive local returns (RPOS), and the rigirigd shows-'s
response to negative local returns (RNEG).

The upper panel of Figure 11.GR.3 suggests thafloet display persistence following both net
inflows and net outflows. The lower panel of Figlr&R.3 suggests that net outflows are more styong

positively correlated with contemporaneous retamd can forecast future returns.

Figure 11.GR.3: Asymmetry with respect to Net Inflows versus Net Outflows
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The upper-left panel shows the responsg af itself whenF > 0, and the lower left panel shows the respomgeto F

whenF > 0. The upper-right panel shows the respons€ td itself whenF<0, and the lower left panel shows the
response oR to F whenF < 0.

[1.C.10. Austria Results

Austria is clearly categorized as a developed ntatkes we analyze Austria only under a trivariatedel
excluding EM. Note that the Austrian sample is the shortesbun study, as available data start from
September 2007. To avoid overfitting in a small geemand improve estimation efficiency, for Austrie
employ a SVAR of order 2. The first graph in the@eprow of Figure 11.AU shows that part Bfs response to
E comes at the 1-month lag following a significantlysitive contemporaneous response. Interestihggtg|
returns (R) also display a significantly positiagded response to E, implying predictability. Hoamethis
particular result may have been driven by the skample dominated by the 2008 crisis effects. Huoisd
graph in the upper row suggests no persistencetiforeign flows. The third graph in the upper remggests
absence of any feedback trading by foreigners istauat the monthly frequency. Thus, we find teeand
absence of negative feedback trading in a Euro+aeiiet. This may be important as Hau and Rey'§420
theory argues that portfolio rebalancing is drivena need to adjust foreign exchange risk expodiire.
negative feedback trading were to be found in rooahtries having their own currency but not in thasing
a common currency, this result would be an intergstupport of Hau and Rey’s theory. The seconglyia
the lower row is not very clear aboR!s response td-, and the results in Table [LAU suggéss role in

accounting for the forecast error variancdka$ not economically significant.
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See explanations below Figure II.HU.1 (the respsmsE&M, the second graphs in both rows, are dropped.here)

Table 1l.AU: Variance Decompositions for Austria

Proportions of forecast error in F accounted for by: Proportions of forecast error in R accounted for by:

forecast horizon E F R forecast horizon E F R
1 0.09 0.91 0.00 1 0.57 0.00 0.43
2 0.14 0.86 0.00 2 0.78 0.02 0.20
3 0.17 0.83 0.00 3 0.78 0.03 0.20
4 0.17 0.83 0.00 4 0.78 0.03 0.19
5 0.17 0.83 0.00 5 0.78 0.03 0.19
6 0.17 0.83 0.00 6 0.78 0.03 0.19
7 0.17 0.82 0.00 7 0.78 0.03 0.19
8 0.17 0.82 0.00 8 0.78 0.03 0.19
9 0.17 0.82 0.00 9 0.78 0.03 0.19
10 0.17 0.82 0.00 10 0.78 0.03 0.19

[1.C.11. Spain Results

We have been analyzing Spain using data compiledrifi&tock Exchange before this project was laudche
Spain results are strange in that net foreign flavessignificantly associated neither with gloketlrns (first
graph in the upper row of Figure II.SP) nor witltdbreturns (second graph in the lower row). Tougaqg
whether this finding is driven by measurement ermar by any outlier observations, we have also isedu

data on individual stocks, from the Ministry of Comarce, and engaged in discussions with Spanistialfi
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and experienced market professionals. Some offidiald us that this may be a consequence of Spanish
companies making acquisitions abroad and payingheir own stocks. Thus, the hypothesis is thatrgela
portion of net foreign trading comes from the ldjty-motivated trades of those who sold their shame
Spanish firms, were paid in Spanish firms’ stockd aell these stocks in Madrid stock exchange vihen
need cash. This hypothesis is supported by the heigeutflows between 2001 and 2006 equivalentfh Bf
market capitalization of Madrid Stock Exchange. YWeught that if we could identify and separate ¢hes
liquidity-motivated trades from typical portfolidoivs, we can make a nice contribution to the litem by
contrasting the behavior and price impact of ligyidnotivated trading and speculative portfolio vite
However, so far we have been unable to obtain sageable data source to identify Spanish acquisitain
foreign firms paid in Spanish stocks and relats tioi our individual stock data. The interactionwaesn
foreign flows and returns in individual stocks esrifrom stock to stock, and we could not identifyadtern.
Our effort to illuminate this issue is going on kit a separate working paper (Porras andi(2010).

The second graph in the upper row suggests persesten F. The second graph in the lower row
shows that net foreign flows have no forecastinggroon the future local returns. The third grapkhie upper
row indicates negative feedback trading by foreignevhich can account for 3-4% of the forecast rerro
variance ofF. Perhaps not very significant economically, thaistically significant negative feedback trading
is different from Greece and Austria, the other dzzmne markets in our sample, hence keeps us from
providing evidence to support Hau and Rey's (20thory (i.e. negative feedback trading is absent in
common currency markets). One reason for the negdt¢iedback trading in Spain, however, may be the
liquidity-motivated trades as mentioned above.f8dher research is needed to reach a generalgiaonlon
whether negative feedback trading is mainly drilsgrexchange rate exposure considerations. Obvipusty
of net foreign flows data and making a contrastveen Euro-area and non-Euro-area markets are Ilthely
provide conclusive tests of Hau and Rey’s theohystthis project work provides us an advantage in
performing conclusive empirical tests of Hau ang’R€2004) theory of rebalancing driven by exchargje

risk exposure.

Figure 11.SP.1: Impulse Reponses df andR
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See explanations below Figure II.HU.1 (the respsrie&M, the second graphs in both rows, are dropped .hiice
that MSCI Europe index is replaced by MSCI Worlder (W). Results are similar under b&fandWw.

Table II.SP: Variance Decompositions for Spain

Proportions of forecast error in F accounted for by: Proportions of forecast error in R accounted for by:

forecast horizon W F R forecast horizon W F R
1 0.02 0.98 0.00 1 0.72 0.00 0.27
2 0.02 0.95 0.03 2 0.73 0.00 0.27
3 0.05 0.92 0.04 3 0.73 0.00 0.27
4 0.04 0.92 0.04 4 0.73 0.00 0.27
5 0.08 0.89 0.03 5 0.73 0.01 0.27
6 0.08 0.89 0.04 6 0.73 0.01 0.27
7 0.08 0.89 0.03 7 0.73 0.01 0.27
8 0.09 0.88 0.03 8 0.73 0.01 0.27
9 0.09 0.88 0.03 9 0.73 0.01 0.27
10 0.09 0.88 0.03 10 0.73 0.01 0.27

Note: W is MSCI World index returns.
Figure 11.SP.2 below shows that the negative feekilrading is asymmetry also applies to Spain.

Figure 11.SP.2: Asymmetry in Feedback Trading
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The left panel shows net foreign flows’ (F) respots positive local returns (RPOS), and the rigirigd shows-'s
response to negative local returns (RNEG).

lll. EMPIRICAL ANALYSIS PART lII:
FOREIGN FLOWS — MACROECONOMIC ACTIVITY INTERACTION

This section presents the first ever investigaiiothe literature of a potential short-term intemac between
equity portfolio flows of foreign investors and destic macroeconomic activity in emerging markets. A
suggested in the project proposal, a positive hinkveen equity portfolio flows of foreigners andrdstic
macroeconomic activity is unlikely to reflect calityafrom foreign flows to domestic macroeconomic
activity, as the size of portfolio flows are relely small. It may reflect prediction of future nnaeconomic
activity or responding to information about curremicroeconomic activity or factors that may leadutore
macroeconomic activity. However, to the extent tthetre exists a link between equity portfolio floes
foreigners and other larger components of foreigmital (bond and money market portfolio flows amect
investment flows), equity portfolio flows might lzesignaler of causal link between larger componehts
foreign capital and domestic macroeconomic activity

Hence, the research questions to be investigatisiisection are:
i) Do net foreign equity portfolio flows bear a agbnship to domestic macroeconomic activity after
controlling for the relationship between stock ixdeturns and domestic macroeconomic activity?
ii) Can net foreign equity portfolio flows forecdsture domestic macroeconomic activity?
iii) Does the forecast ability, if any, reflect eality or just prediction of information on futumn@gacroeconomic
activity?

Empirical analyses in Part | and Il complement eaitter and provide a unique contribution to the

literature in that they explore whether the asgsmridbetween net foreign flows and returns refleetsponse
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to information or noise. Only a study of the macaeomic information can distinguish whether theijdges
association between foreigner’'s trading and stoekket returns (at the expense of a negative adiwtia
between locals’ trading and stock market returagjue to foreigners’ responsiveness to informatiojust
their dominance in emerging equity markets. In tieispect, a further focus of analysis is on thefpli
rebalancing hypothesis widely used to explain tiheng positive response of emerging market netidare
flows to home market returns. Portfolio rebalandnypothesis has never been subjected to a tesishdghe
alternative that foreign flows may be respondingnformation conveyed by global developed markéirres
about global macroeconomic conditions that wilkatfemerging economies in the future. Such a tesldv
be feasible by measuring the response of domesi@oaconomic variables to global stock index return
Finally, tracking the effect of foreign portfolimflows on the short-medium term future macroecomomi
activity in emerging economies will explore a pdigireflexiveprocess Reflexivitydefined per Soros, 2008)
by which foreign flows cause the future macroecoicosffects they are pricing-in (i.e. they dictatbat the
reality has to be in the short-medium term in enmgrgnarkets).

When launching the project, | was expecting to Sodie degree of forecast ability and even causality
with respect to questions (ii) and (iii). Howevéng results of Ulkii and Weber (2010), in particulae
surprising finding that returns are more likelyafffect net foreign flows rather than net flows affieg returns,

has dramatically changed my expectations of th@tee# this section.

I1.LA. Data

In this Section, in addition to foreign flows andturns data described in Section Il, we use data on
macroeconomic activity. The most comprehensivecetdr of domestic macroeconomic activity is GDP,
hence real GDP growth is the first variable we eyppWe also use industrial production, exports,sconer
confidence, business confidence, and domestictoretlime, which are indicators of specific compasenf
domestic macroeconomic activity.

In this Section, we focus only on markets whereweee convinced in Section Il of the accuracy of
the foreign flows data. Thus, we include only Tyrkelungary, Poland, Czech Republic and Greeceen th
analysis in Section Ill. As the availability of ntaeconomic data varies across countries, the mecnoenic
variables we are employing do slightly differ frane country to another. The data frequency is w@idtay
the frequency of macroeconomic data. Hence, weoparfa quarterly analysis with GDP and a monthly
analysis with all other macroeconomic variables @ available at the monthly frequency. The sampl
lengths are mostly dictated by the availabilityttoé foreign flows data as in Section I, howevesréhare a
few macroeconomic data items which are availably lom a later date, in which case we perform the
specific analysis on a shorter sample period thetatéd by the availability of foreign flows data.

The data are usually obtained from Central Bankd Mational Statistics offices in respective

countries, and in some cases we used databasssnftradingeconomics.comMF and OECD. GDP is
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defined to be the real change in GDP adjusted das@nality. Exports, industrial production and dstige
credit figures are in growth rates (i.e. first ditnce of logarithms). Where the data provideradlyereports
the logarithmic growth rates, we use the datasroiiginal form, otherwise we calculate inflatiodjusted
logarithmic growth rates before using the data. Méver the data display significant seasonality pedorm
a seasonal adjustment. In some cases, we werdgoabldain data adjusted for seasonal and calerfttote
(e.g. Hungary industrial production). For Businessl Consumer Confidence indices, we use monthdy fir
differences. In some cases, usually with GDP aeditvolume data, we could not reject the null Hiesis
of a unit root, hence we employed a further diffieiag. Using credit volume data, we have noticed thedit
volume is contemporaneously significantly posityvetlated to the exchange rate (i.e. credit volexgands
in months when the domestic currency deprecialésy appears to be a consequence of part of thestam
loans being denominated in foreign currency (thithe case for especially Hungary and Turkey). demnt
credit volume analyses, we control for the effdcthe contemporaneous exchange rate changes mdingl
exchange rate returns in the VAR system as an exagevariable.

As the definitions of available data vary from ameintry to another, below we list brief definitionks

the variables used in each country analysis. (afdifens: Q=quarter, M=month, Y=year).

Hungary
GDP: (1999 Q1 — 2010 Q3) real growth rate with eespo the previous Q of the same Y, seasonallystetj.

Source: Hungarian Statistical Office.

Industrial Production: (1999 January — 2010 Novemntkeal growth rate with respect to the previousMhe
same Y, adjusted for seasonality and calendarteffSource: Hungarian Statistical Office.

Consumer, Business, Industrial Confidence indi¢E399 January — 2010 November) index numbers. 8ourc

Economic Research Institutattp://gki.hu/en/konjunkturakutatasVe used first differences.

Credit Volume: Loans to non-financial corporatiohsans to households. (2000 January — 2010 October)
Source: MNB (data at the monthly frequency privaté#tained).

Turkey.

GDP: (1998 Q2 - 2010 Q3) real growth rate with eespto previous Q of the same Y. Source:

www.tradingeconomics.conwe performed seasonal adjustment.

Industrial Production: (1999 January — 2010 Novelnligeseasonalized real production index. Source:
Statistical Office of Turkey. We computed growtheravith respect to the previous M of the same Y. We
removed 2005 January observation due to basis ehartge index.

Exports: (1997 January — 2010 August) Quantity xa@&ource: Statistical Office of Turkey. We used finst
difference of growth rates with respect to the sdaf the previous Y.

Consumer Confidence Index: (2002 January — 201@e8d#y®r) Source: CNBC-e. We used first difference of

the index.
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Total Bank Loans (excluding financial corporaticarsd government): (1997 January — 2010 September) in
Turkish Lira. Source: Central Bank of Republic afirfey. We used inflation adjusted growth rates with
respect to previous month.

Consumer Loans: (2000 June — 2010 September) kisfulcira. Source: Central Bank of Republic of Teyk
We used inflation adjusted growth rates with respeprevious month.

Poland

GDP: (2000 Q1 — 2010 Q3) real growth rate with eespto previous Q of the same Y. Source:
www.tradingeconomics.condeasonality is not significant.

Industrial Production: (2000 January — 2010 NovennBeoduction Index adjusted by PPl and deseasmuhli
Source: OECD. We computed the first differencenefgrowth rate with respect to the previous M efsame

Y.

Manufacturing Confidence: (2000 January — 2010 Nuer) Source: Central Statistical Office of Polavite

performed seasonal adjustment.
Exports: (2000 January — 2010 October) Growthiragxport volume index in constant prices, withpes to
same M of the previous Y. Source: Central Staast¥ffice of Poland.

Consumer Confidence Index (CCI): (2003 January £020uly) Sourcewww.tradingeconomics.comie

computed the first difference of index numbers.

Czech Republic

GDP: (2003 Q1 — 2010 Q3) seasonally adjusted nealth rate with respect to previous Q of the same Y
Source: Czech National Bank.

Industrial Production: (2003 January — 2010 Octpbeal change with respect the same M of the previo.

Sourcewww.tradingeconomics.conWe use first difference.

Export: (2003 January — 2010 October) in CzKr. We first difference of the change with respechtodame

M of the previous Y. (Note: We have checked whetherexport figures in CzKr may have been affetted
the exchange rate. We have found a negative cootam@ous month correlation between exchange rate,
defined as the price of Euro in CzKr, and expoowgh of -0.15, whereas a mechanic translation effewuld
suggest a positive effect. Probably, CzKr exchamagg returns pick some of the effectththence we decided
not to control by including exchange rate retunxagenously in the system).

Consumer Credit excluding house purchase: (2005eMber — 2010 October) in Cz.Kr. Source: Czech
National Bank. We use inflation adjusted monthlgwgth rates. We detected no impact from exchangssrat
however we noticed a seasonality whereby Decenigparefs are higher than the other months and cedect
June 2010 figure is removed due to a statisticaistimient by CNB.

Greece:

GDP: (2004 Q2 - 2010 Q3) real growth rate with eespto previous Q of the same Y. Source:

www.tradingeconomics.conwWe perform seasonality adjustment.
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Industrial Production: (2004 March — 2010 Novemlgggwth rate in the industrial production index uBze:
National Statistical Service of Greece. We usdfitedifference of the log change with respecsame M of
the previous Y.

Export: (2004 March — 2010 December) Figure in e@ource:.www.tradingeconomics.comiWe use first

difference of the log change with respect to samef khe previous Y.

Corporate Credit: Month end credit volume in Eyidarch 2004 — October 2010) Source: Bank of Greece.
We use first difference of the log change with extio the same M of the previous Y.

Household Credit: Month end credit volume in Eyidarch 2004 — October 2010) Source: Bank of Greece.
We use first difference of the log change with extio the same M of the previous Y.

Retail Trade Index: (January 2005 — September 2@&d)rce: National Statistical Service of Greece.

Obviously, the set of macroeconomic variables isexbaustive, and open to further explorations dhasethe

interpretations of results obtained in this sectod discovery of new data sources.

111.B. Methodology

In this section, we employ a similar VAR model a®d in Section 2. We are particularly interestethi
short-medium term response of macroeconomic vasabd net foreign flows and global and local stock
market returns, and the short term response ofgiorfows and local stock market returns to shoirks
macroeconomic activity. Normally, controlling foointegration relationships would be important heeaof
the possibility of an error correction (long rus)ationship between the levels of the variablesyvéieer, short
term dynamic responses portrayed via IRF's are niofermative than cointegrating equations, and by
allowing a generous lag structure (a uniform ladeorof 4) we take into account responses which neoaybe
significant at individual lags but are so cumulaliv Moreover, as a robustness check, we havecetpti
many of the results under the structural VECM @@ntegrating VAR) specification which includes emor
correction term, and the results were qualitativ@iyilar to those under SVAR. In cases when on¢hef
variables in the system is I(1), we performed tbisustness check and tested for a cointegratirgioakhip

using the Johansdramework:

p-1
Ay =3+ D Ay, + My, + & (3.1)

p=1
where y = [E, F, R, Yis the variables in level¥, is the particular macroeconomic variable studled; a 4x4
matrix of VAR coefficientsA is the first difference operator, ands a (4x1) vector of error termH can be
decomposed asp’ where p represents the cointegrating equation andepresents the error correction
coefficients. VECM results following the cointegref VAR model of Litkepohl and Kratzig (2004) are

available upon request from the author.
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Once again, we control the interaction between lloedurns, foreign flows and domestic
macroeconomic activity for world stock market retrwhich are a proxy for global effects on all dmtic
variables. To keep the VAR model parsimonious ie thce of small sample sizes, which is particularly
problematic with quarterly data, we include ofdy(the global developed market returns proxied byQiS
Europe index), and drdpM (global emerging market returns). We believe tilabal macroeconomic effects
are well represented &y rather than bfEM asEM is affected by the relative performance of (mogthfan
and BRIC) emerging stock markets which is lessveeiefor countries studied in our sample when mmes to
macroeconomic interaction. As in Empirical Analy$lart I, all local variables, including macroecomom
variables, are restricted from affecting world &towex returnsg) both contemporaneously and at lags.

The major difference in the SVAR models employethis part as compared to that employed in Part
I is in contemporaneous identification restrictioh8e allow F and R to affect macroeconomic variables
contemporaneously only in the case of ConsumerBusihess Confidence indices and Credit volumellin a
other macroeconomic variables, specifically GDRlubtrial Production and Exports, we only allow ovesy
contemporaneous effect from macroeconomic varigbhardsF andR (the structural identifying restrictions
matrix is illustrated in Figure 3.1 below using teeample of GDP). The justification for this asstimmp
comes from an understanding that market particganihcluding foreign investors, can observe
macroeconomic activity simultaneously and adjustrttrading accordingly, while any wealth effeabrft R
on macroeconomic activity or any expansionary (@ationary) effect of foreign capital in(out)floves real

activity can come with some lag.

w | | ow| =
(= B A e}
(== B R e}
| #| @ |

Figure IlIl.1. The structural factorization matrix (see Equati@®R) used for variables GDP, Industrial
Production and Exports.

l1I.C. Foreign Flows — Domestic Macroeconomic Actiity Interaction Results

As the variables, possibly macroeconomic strucfuotéfer across countries in our sample, we repestlts
on an individual country basis rather than poolingether. We start with Turkey, where we have tlostm
reliable data. In each of the figures presentedvinelve track the response of the macroeconomi@bkrito a
1-standard deviation shock iy F, andR, then the responses of local variabfesndR to a 1-standard
deviation shock in the macroeconomic variable. esdquity portfolio flows are relatively small coampd to

bond and money market floWswe interpret the lagged response of macroecongariables toF over the

9 For example, in Hungary between 1995-2010, thal et portfolio inflow into equities has been 2tifes smaller
than the total net foreign inflow into bonds andnap market instruments, 45.4 times smaller thantaked net direct
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next 1-4 months as forecast ability rather tharsahity unless intuition suggests a mechanism byckviniet
foreign flows may have eausingeffect. Where such mechanisms exist (e.g. crediive), however, we also
discuss the possibility that causing and forecgatirmy both be the case. Note that in this sectierreport
cumulative IRFs (as opposed to reporting indiviquariods’ IR coefficients) which enables us to payrttotal

net effects as responses at individual lags magdeoisy.

111.C.TR. Turkey Results

Panel A of Figure IIl.TR.1 below shows that a shatle (global market returns) has a permanent positive
effect on GDP growth. AE (i.e. market participants settiff) is not supposed to forecast Turkey’'s GDP, we
interpret this as causality from global stock méskato emerging real economies, possibly implyiinat E
contains information on global macroeconomic coadg that have spillover effects on emerging ecaasm
The impact ofE on Turkey’'s GDP is economically significant asdcounts for about 38% of forecast error
variance in Turkey's GDP growth (see Table II.TR.Ranel B indicates that net foreign flows intarkish
stock marketK) have a temporary positive effect on Turkey’s GiMer the subsequent four quarters which is
partly reversed thereafter. It must be noted thiat result is to some degree sensitive to the Bpatidon (in
particular to the choice of the lag length), budenmost plausible specifications we obtain theesagsult.
The positive impact of F can account for 6% of theecast error variance of Turkey’'s GDP by thehfift
guarter. We interpret this as forecast ability ef foreign flows of future GDP growth rates. Thisyides the
first externally-verified evidence in the literatuthat foreign investors’ trading is positively mated with
information and that local investors’ trading isgagvely correlated with information. Panel C iraties that
ISE index returns (R) predict GDP growth 1-3 quarighead, but the subsequent reversal indicatesotiad
factors exert only a temporary effect which is igteeversed laterR can account for about 5% forecast error
variance in GDP growth. Recall that our specifimatshows the responses of GDP to eadh, &f andR after
controlling for the other two. Hence, we can codelthat local effects to GDP are fragile while glbéffects
are permanent. Further,Rfhad a significant wealth effect, GDP’s responsi should have been permanent.
As it is not, we rule out any causal effect of lost@ck market returns (i.e. wealth effects) onkeyts GDP,
and attribute the positive response in the first¢lquarters as forecast ability. This interpretais consistent
with the observation th@& has no forecast ability on GDP growth after therflo quarter. Whereas, parties
effect, which remains permanent, can be attribtiedet foreign flowscausinglocal GDP growth. Potential

mechanisms that may lead to this causation arestigated later below.

investment inflow (all in Euro). Obviously, compagitotal figures might be misleading as equity #oave more volatile.
Yet, when compared in quarterly average absolutesenet flow into equities are still 3.3 and 3ivhetls smaller
compared to bond and money market flows and din@estment flows.
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Figure 1l.TR.1. Cumulative IRFs of Turkey's GDP to a 1-standardiatian shock in global stock index returas
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(Panel A), net foreign flowB (Panel B) and ISE index returRgPanel C).

Boo~v~ounswnr

E
0.01
0.37
0.38
0.41
0.40
0.39
0.39
0.39
0.38
0.38

F
0.00
0.00
0.01
0.01
0.06
0.06
0.06
0.06
0.07
0.07

Proportions of forecast error in GDP accounted for by:
forecast horizon

R
0.00
0.03
0.03
0.04
0.04
0.05
0.05
0.05
0.05
0.05

GDP
0.99
0.60
0.58
0.54
0.50
0.49
0.49
0.50
0.49
0.49

Table 11l.TR.1. Variance decomposition for Turkey's GDP

Figure 1Il.TR.2 below suggests that GDP growthaats future net foreign flows while it negatively

affects future local returns. The latter probaldflacts the typical overreaction pattern of ISEures: R

predicts future GDP growth, probably overreactsttawhen it is still private information, starts twrrect

during the period it is realized and continuesdoect over the next three quarters. As GDP doesaverse

the response to its own shocks (result availabdenfthe author), we should interpret this as masket’

overreaction and then correction, rather than lafckustainability of growth. Having said that, ioslld be

noted thatR's response to GDP is not economically very sigatiit (only 5% explained by GDP, see Table

III.TR.2), while F's response is economically quite significant (28%plained by GDP) providing strong

evidence that foreign investors’ trading is coretewith information.
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accumulated GDP > F

Figure 1l.TR.2. Cumulative IRF’s of net foreign flows (upper panel) and ISE index retufRglower panel) to a 1-
standard deviation shock in GDP growth.

Proportions of forecast error in F accounted for by: Proportions of forecast error in R accounted for by:

forecast horizon E F R GDP forecast horizon E F R GDP
1 0.39 0.42 0.00 0.19 1 0.66 0.03 0.31 0.00
2 0.38 0.38 0.07 0.17 2 0.62 0.06 0.31 0.01
3 0.39 0.37 0.07 0.18 3 0.62 0.08 0.29 0.01
4 0.38 0.36 0.07 0.19 4 0.61 0.09 0.29 0.01
5 0.36 0.34 0.07 0.22 5 0.60 0.09 0.28 0.03
6 0.36 0.34 0.07 0.22 6 0.59 0.09 0.28 0.05
7 0.36 0.34 0.07 0.22 7 0.59 0.09 0.28 0.05
8 0.37 0.34 0.07 0.22 8 0.58 0.09 0.28 0.05
9 0.37 0.34 0.07 0.22 9 0.58 0.09 0.28 0.05
10 0.37 0.34 0.07 0.22 10 0.58 0.09 0.27 0.05

Table 111.TR.2. Variance decompositions férandR when the model includes Turkey’'s GDP

All of the following analyses are at the monthlgduency. Figure 111.TR.3 shows the response of
Turkey’s Industrial Production (IP) tB, F, andR, respectively, and enhances the results derived the
GDP analysis with better statistical significanbartks to larger number of observations. Now, @léar that
world stock index returns (E) cause Turkey's indabtproduction with a 2-3 month lag and their imapa
remains permanently. As table 1ll.TR.3 suggesteuali0% of the variation in Turkey’s industrial duetion
can be attributed t& (the lower figure with Industrial Production comgd to with GDP may be due to the
fact that monthly Industrial Production is a naisiariable compared to quarterly GDP). The impdcE ds
also significantly positive. The faster impact la tL month lag may be an indication that foreignvil both
forecast and cause Industrial Production. The ¢aafect, which appears to come at further laggeaps to
be permanent. The permanent impact of local retigrmssignificant, with an interesting temporarysjiive

impact in the fourth month following the shock.

Panel A Panel B Panel C
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Figure 1Il.TR.3. Cumulative IRFs of Turkey’s Industrial Productid®) to a 1-standard deviation shock in global stock
index return€ (Panel A), net foreign flows (Panel B) and ISE index returRyPanel C).

Proportions of forecast error in IP accounted for by:

forecast horizon E F R IP
1 0.00 0.00 0.00 1.00
2 0.00 0.01 0.00 0.99
3 0.01 0.01 0.00 0.98
4 0.06 0.02 0.00 0.92
5 0.10 0.02 0.04 0.85
6 0.10 0.01 0.07 0.81
7 0.10 0.02 0.07 0.81
8 0.10 0.02 0.07 0.81
9 0.10 0.02 0.08 0.80
10 0.10 0.02 0.08 0.80

Table lIl.TR.3. Variance decomposition for Turkey's Industrial Puoton (IP)

As seen in Figure 11l.TR.4 below, the respons€& & Industrial Production is insignificar exhibits

some initial negative response, which is hard tplar, however it economically insignificant (onB#o of

forecast error variance &is accounted for by Industrial Production).
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Figure 1I.TR.4. Cumulative IRF’s of net foreign flows (upper panel) and ISE index retufrRglower panel) to a 1-

standard deviation shock in Industrial Productidt).(
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Figure II.TR.5 below shows the response of Consu@enfidence Index (CCI) t&, F, andR,
respectively. Recall that the contemporaneous iiiteation assumption changes here: we allow stoakket
returns and net foreign flows to affect consumenfidence contemporaneously. The results below
convincingly validate our choice: The public moqapaars to be immediately affected by publicly obable
variables such as world and local stock marketrmst(which are perceived as barometers of curmemamic
situation by the public and media) while net foreftpws as a non-salient piece of statistical infation has
no incremental effect. It is striking to note tB&P6 of Turkish consumer’s confidence can be acealfdr by
world stock returns while local stock returns caplain only 10% of it (Table 11l.TR.4). This playfown the
role of wealth effects, which is no surprise gitkat only 30% of the local stock market capital@atis held
by Turkish residents and stock market investmenbtsa culture in Turkey. Note, however, that tmpact of
stock market returns on consumer confidence isyp@tersed in subsequent months, but the permaaffsat
remains positive and significant.

Panel A Panel B Panel C

@ccumulated E —>ccl aceumulated F —> CCI accumulated R —> CCI
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Figure 1Il.TR.5. Cumulative IRFs of Turkey's Consumer ConfidenceekdCCl) to a 1-standard deviation shock in
global stock index returrts (Panel A), net foreign flows (Panel B) and ISE index returRgPanel C).

Proportions of forecast error in CCl accounted for by:
forecast horizon E F R CCl
1 0.15 0.00 0.05 0.79
2 0.32 0.00 0.09 0.59
3 0.32 0.00 0.10 0.57
4 0.34 0.00 0.10 0.55
5 0.37 0.00 0.10 0.53
6 0.37 0.00 0.10 0.53
7 0.37 0.00 0.10 0.53
8 0.37 0.00 0.10 0.53
9 0.37 0.00 0.10 0.53
10 0.37 0.00 0.10 0.53

Table 1ll.TR.4. Variance decomposition fro Turkey’'s Consumer Caatfice Index (CCI)

Figure IIl.TR.6. below shows the response of famefigws and local returns to shocks in CCI. The
response of botR andF to CCl is positive and significant, consistenthwitte well-known immediate positive

response of US and European stock markets to theuasement of such data though the response here is

52



spread over 2 subsequent months. BéthandR's response to CCIl remain permanent. CCl can axpiéh

and 2% of the forecast error variancd-andR, respectively.
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Figure 1ll.TR.6. Cumulative IRF’s of net foreign flows (upper panel) and ISE index returRglower panel) to a 1-
standard deviation shock in Consumer ConfidenceXr{@Cl).

Figure 1Il.TR.7. below shows that the response ofk&y's exports taE, F andR is qualitatively
similar to Industrial Production’s response: Globtck index returns and net foreign flows haveositjve
impact on Turkey’s exports, the quicker responsg tmn be interpreted as foreign investors forecgdtie
activity level in Turkey’s export sector one moutead. However, the results with exports are ligssfisant

both statistically and economically, wihaccounting for only 1% of the forecast error viac& in Turkey’s

export.
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Figure I111.1.7. Cumulative IRFs of Turkey’'s Exports to a 1-standdeiation shock in global stock index retuigs
(Panel A), net foreign flowB (Panel B) and ISE index returRgPanel C).
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Figure IIl.TR.8 below suggests local returns resppasitively to export growth while the response of
net foreign flows to export is insignificant. Thatter, together with the result in Panel B of Fegui. TR.7,
implies that foreign investors may have some adgain forecasting Turkey’s export which they capleit
as exports lead local stock returns, however then@wic significance of this advantage is quite low.

Remember that Turkey’s exports are associatedimiplorts hence lead to wider current account deficit
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Figure 11.TR.8. Cumulative IRF’s of net foreign flows (upper panel) and ISE index retufrRglower panel) to a 1-
standard deviation shock in Exports.

Now, we shift our focus to a variable which can asta mechanism that may help explain the
association between current net foreign flows artidré domestic macroeconomic activity: total bargdi
excluding financial institutions expressed in miytieal log change (Cr). First of all, it should beted that
ADF test for Cr is inconclusive in rejecting the null hypothesifsaounit root: In unit root test equation
specification, AIC suggests 6 lags, while HQ antv@rz criteria suggest 2 lags, and the test rejeetsull
of a unit root with 2 lags at 1% but not with 64adhus, we performed robustness checks i) by efimga
cointegrating VAR approach ii) by employing thesfidifference ofCr (Dcr). The results with botr and
Dcr turned out to be qualitatively similar, so our clusions derived from Figures III.TR.9.A and IlIRT9.B
are robusf® Note also that we control for exchange rate charthat enter the system as an exogenous
variable (i.e. VARX model), as some of bank loans denominated in foreign currency such that pasiti
news for Turkey that appreciate the Turkish Lirgegr to result in a contemporaneous contractiotién
credit volume. Failure to do so results in the eamtoraneous response of Dcr to all variallgb andR to

start with a negative value.

20 VECM specification turned out to be more probldémas it is difficult to ensure that all variablese of the same order
of integration.
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Figure II.TR.9.A below shows the response@fto E, F, andR. A first point to note is the high
persistence iiCr, as seen in Panel D. This causes to respons@stofstabilize after the f0period, hence we
depict IRFs with 20 periods. Panel A and B show ttmamestic credit volume in Turkey is strongly pivgly
related to global factors, while local factors agp® be insignificant as seen in Panel C. Thidioos the
key hypothesis implicitly underlying this projectork: The main constraint in the large-external defi
economies in emerging Europe is the availabilitycapital, and further the main source of capitathis
foreign capital. Perhaps, it should be noted thak@y is more severely exposed to capital congtaihus to
global factors affecting international capital flomwhile EU members like Poland, Hungary, CzechuRbp
and Greece have access to EU funds, thus the iropgtbbal factors can be expected to be alleviatémste
also thatF has a faster impact d@r thanE has. For example, by the fourth month following #hockF (E)
can explain 13% (only 3%) of the forecast erronavace inCr (Table III.TR.5). However, by the end of the
10" month forecast error variance accounted foEtandF becomes equal around 13%. We interpret this as
representing factors that eventually increaseditces@ilability in Turkey, while i is directly one of these

factors. Figure IIl.TR.9.B below confirms the romess of the qualitative results stated above.
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Figure II.LTR.9.A Cumulative IRFs of Domestic Credit Volume (Cr) talatandard deviation shock in global stock
index returnsE (Panel A), net foreign flows (Panel B) and ISE index returi®s(Panel C). Panel D shows the impulse
response o€r to a shock in itself.
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Figure 1I.TR.9.B Cumulative IRFs of domestic Credit volume in fiditierence form (Dcr) to a 1-standard deviation
shock in global stock index returBSPanel A), net foreign flows (Panel B) and ISE index returRyPanel C).
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Proportions of forecast error in Cr accounted for by:

forecast horizon E F R Cr
1 0.01 0.01 0.01 0.97
2 0.01 0.04 0.02 0.94
3 0.03 0.09 0.02 0.86
4 0.03 0.14 0.02 0.82
5 0.06 0.13 0.03 0.79
6 0.07 0.14 0.03 0.77
7 0.09 0.14 0.03 0.75
8 0.10 0.13 0.03 0.73
9 0.11 0.13 0.03 0.73
10 0.12 0.13 0.03 0.72

Table 111.TR.5. Variance decomposition for total bank credit voluf@e) in Turkey

These results suggest an important role for foredguity portfolio flows in forecasting future
domestic credit growth. Notice the difference betw€r's contemporaneous responseetandF: While E's
impact becomes significant only at lagss positive impact starts from the contemporanepeisod. This
suggests thatr’s response té may not only reflecforecastingbut also possiblgausing yet we know that
equity portfolio flows are too small to cause angfigant change in domestic credit volume. Thisrpep a
new research question: Are the equity portfoliavBgpositively correlated to bond and money marlaeti$?
We are currently addressing this question, resuiltde available in one of the upcoming papersliseunder
the extensions of the project work.

The impulse responses BfandR to Cr are robust in that we obtain the same conclusiaeuall
specification:Cr does not appear to have a significant impact ¢rfioneign flows and local returns (see Figure
II.TR.10 below).
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Figure III.TR.10. Cumulative IRF’s of net foreign flows (upper panel) and ISE index retuiRglower panel) to a 1-
standard deviation shock in total domestic crédie results wittlCr andDcr are basically the same.
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Figure II.TR.11, I.TR.12 and Table lll.TR.5 poal similar results with consumer credit volume.

(As consumer credit volume shows little sensititiiyexchange rate changes, we drop exchange tatases

the exogenous control variable here).

accumulated E —> D

0.014

0.010

o.006

o0.002

—0.002

Panel B
ccoumuistes F > Doansor
oora
0.010 //\\\// N =
/
/
D.006 g -
/
/
/
/I~ _
7
/
—0.002 S — -
/7
v

—o0.006

—o0.006

ER) S 1 Z K] e 5 s 7 s EREEEL)

o.010

o.cos

o.006

o.004

o.002

o.000

—o0.002

—o0.004

—o0.006

—o.008

Panel C

accumulated R —> Deonser

Figure 1I.TR.11 Cumulative IRFs of Consumer Credit volume in fiifference form (Dcr) to a 1-standard deviation
shock in global stock index returBSPanel A), net foreign flows (Panel B) and ISE index returRyPanel C).

Proportions of forecast error in Dconscr accounted for by:

forecast horizon E F R Dconscr
1 0 0.02 0.00 0.98
2 0.01 0.10 0.00 0.89
3 0.01 0.13 0.00 0.85
4 0.09 0.12 0.00 0.79
5 0.15 0.11 0.02 0.71
6 0.16 0.11 0.05 0.68
7 0.16 0.10 0.06 0.68
8 0.16 0.10 0.06 0.68
9 0.16 0.10 0.06 0.68
10 0.16 0.10 0.06 0.67
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Table 11.TR.6. Variance decomposition for consumer credit voluDeohscr) in Turkey

Figure 3.TR.12. Cumulative IRF’s of net foreign flows (upper panel) and ISE index retufRglower panel) to a 1-
standard deviation shock in consumer credit. Thalte withConscrandDconscrare basically the same.
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[11.C.HU. Hungary Results
Hungary’s GDP growth, our first variable of interdsirns out to fail to reject the null of a unitot, hence we

report results with its first difference (dGDP)g#ie Ill.HU.1 shows that the responses of GDP dispbme
differences from those on Turkey. The impacttobn GDP comes faster, but partially reversed latbe
economic significance dE is similar to that in Turkey (i.e. about 25-35%peénding on the specification
chosen, of GDP’s forecast error variance can bewed for byE). The temporary negative association
betweenF and future GDP (two quarters ahead) is a quitprsing result for which we currently have no
explanation. We suspect that net foreign flows miggh negatively responding to past returns whiadijot
future GDP growth, and the persistence in GDP dgnawtHungary, which also caused the failure toatejbe
null of a unit root, leads to a negative assoambetweerfF and future GDP growth. A8 andE are highly
correlated, the residuals Bf which reflect negative feedback trading, do phbipanegatively predict future
GDP growth which is persistent. Small sample sizmghtrbe magnifying this outcome. Local returiS flave
significant ability to forecast GDP growth over tt@ming 1-3 quarters, which is partially reverseeréafter.
Hence, the role of domestic factors appears todme significant in Hungary than in Turkey. We imest this

as Hungary, unlike Turkey, having access to maklstsources of foreign capital.
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Figure 1ll.HU.1. Cumulative IRFs of Hungary’s GDRIGDP) to a 1-standard deviation shock in global stoxek
returnsk (Panel A), net foreign flows (Panel B) and BUX index returis(Panel C).

By the third monthE is still economically the most significant factbat can account for 26% of the

forecast error variance of Hungary’'s GDP (TableHU.1).
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Proportions of forecast error in dGDP accounted for by:
forecast horizon E F R dGDP
1 0.32 0.00 0.00 0.68
2 0.30 0.01 0.11 0.58
3 0.26 0.10 0.10 0.55
4 0.24 0.12 0.13 0.50
5 0.26 0.11 0.12 0.51
6 0.26 0.11 0.14 0.49
7 0.26 0.12 0.14 0.48
8 0.26 0.12 0.14 0.47
9 0.26 0.12 0.14 0.48
10 0.27 0.12 0.14 0.47

Table 11.HU.1. Variance decomposition for Hungary’'s GDP

The lower panel of Figure 111.HU.2 below shows tB&iX returns positively respond to GDP growth
contemporaneously and at the first two lags, amer [partially reverse this initial response. Thesifiee
response is in contrast to the results on Turkeg,vée can attribute it to growth being more fragild urkey
where market's display a learned pattern of initi@verreacting to the expectation of future grovettd
correcting when it comes true. Hence, the respd@id¥ returns appear to be more “normal”. Yet, the
explanatory power of GDP growth on local returnglimgary is quite low. Whil& can account for 68% of
qguarterly BUX returns, GDP growth can only accofont3% (Table 1lI.HU.2). The initial lack of respsa
and a late response Bfto GDP growth (the upper panel) is surprising oagein. We do not have reliable

explanation for this pattern, and the suspectethegtion stated above also applies here.
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Figure IlI.HU.2. Cumulative IRF’s of net foreign flows (upper panel) and BUX index returRylower panel) to a 1-
standard deviation shock in GDP growth.
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Proportions of forecast error in F accounted for by: Proportions of forecast errorin R accounted for by:

forecast horizon E F R dGDP forecast horizon E F R dGDP
1 0.17 0.83 0.00 0.00 1 0.69 0.09 0.20 0.02
2 0.16 0.77 0.07 0.00 2 0.67 0.11 0.19 0.03
3 0.21 0.68 0.06 0.06 3 0.67 0.12 0.19 0.03
4 0.19 0.64 0.12 0.05 4 0.67 0.12 0.18 0.03
5 0.23 0.61 0.11 0.05 5 0.68 0.11 0.17 0.03
6 0.24 0.60 0.11 0.05 6 0.68 0.12 0.17 0.03
7 0.24 0.59 0.11 0.06 7 0.68 0.12 0.17 0.03
8 0.24 0.59 0.11 0.07 8 0.68 0.12 0.17 0.03
9 0.24 0.58 0.11 0.06 9 0.68 0.12 0.17 0.03
10 0.24 0.58 0.11 0.07 10 0.68 0.12 0.17 0.03

Table 111.HU.2. Variance decompositions 8fandR under the specification which includes GDP.

The results with monthly Industrial Production (IB&en in Figure Ill.HU.3 below, perhaps provide a

more accurate description. Now, we have all thoq@damatory variables, F andR, positively forecasting

future IP growth. The variance decomposition isyxa@milar to that in TurkeyE andF can explain 10% and

3%, respectively, of the forecast error variancéFRirgrowth (Table 11I.LHU.3). It is clear th&'s impact is

causingas it is protracted where&sandR's association with future IP growth appear tdtr@castingas the

response suddenly stops after the second or thardhmit should be emphasized that the unexpeagdtive

association ofF with GDP is not confirmed with industrial produwnii To understand what makes this

difference, one should remember that a quarterbclstio F might be different than a monthly shock. The

significant negative feedback trading at the seamaithird month lags documented in Section |l wiagnge

the character of shocks foat the quarterly frequency in a way that residoés equation in our VAR system

mainly picks the negative feedback trading compboéf, and the small sample size of quarterly data might

be magnifying this effect. Thus, results with IRt monthly frequency may be more reliable.
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Figure IlI.LHU.3. Cumulative IRFs of Hungary’'s Industrial ProductiiR) to a 1-standard deviation shock in global
stock index returng (Panel A), net foreign flows (Panel B) and BUX index returis(Panel C).

2 The correlation between the quarterly aggregafea@nd GDP growth rates is +0.42, hence a diffesegnt of F's
response cannot be explained by a negative caarlbétween IP and GDP, which would anyway be cemdimtuitive.
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Proportions of forecast error in IP accounted for by:

forecast horizon E F R IP
1 0.01 0.00 0.00 0.99
2 0.05 0.00 0.00 0.95
3 0.06 0.02 0.01 0.91
4 0.09 0.02 0.01 0.87
5 0.09 0.02 0.01 0.87
6 0.10 0.02 0.01 0.86
7 0.10 0.03 0.01 0.86
8 0.10 0.03 0.01 0.86
9 0.10 0.03 0.01 0.86
10 0.10 0.03 0.01 0.86

Table 11l.HU.3. Variance decomposition for Hungary’s Industrial @rction (IP)

Figure Ill.HU.4 below shows that past IP figuresndd have a significant impact on future net foneig
flows and local market returns, as expected anth @ase case in Turkey. So, one can conclude thal lo
market prices and foreign investors adjust to futli? growth in advance, with little reaction lefi t

announcement effects.
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Figure IlI.HU.4. Cumulative IRF’s of net foreign flows (upper panel) and BUX index returRylower panel) to a 1-
standard deviation shock in Industrial Productidt).(

Figure 111.LHU.5 below suggests that Hungarian comsuconfidence strongly responds to world and
local stock market returns. These results are aino those on Turkey, and reliably confirm ouempretation
that visible variables such as stock market rethanse an immediate effect on consumer sentinfetias a
modest lagged effect, suggesting that it may beetaied with a variable than can cause consumdidente,
which is slightly different from Turkey, but thidfect is small both statistically and economicailys Table
I1I.HU.4 suggests, the main determinants of Hurayaionsumer confidence are visible stock indexrmetu

Note that whileE’s effect remains permanent (unlike in Turkey) wiRls effect partly reverses subsequently.
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Panel A Panel B eh C

accumulated E —> ConCl aceumulated F —> ConCl accumulated R —> ConCl
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Figure Ill.LHU.5. Cumulative IRFs of Consumer Confidence Index (C9ri€la 1-standard deviation shock in global
stock index returng (Panel A), net foreign flows (Panel B) and BUX index returis(Panel C).

forecast horizon E F R ConCl
1 0.04 0.01 0.05 0.91
2 0.06 0.01 0.04 0.89
3 0.10 0.01 0.05 0.84
4 0.10 0.01 0.05 0.85
5 0.09 0.02 0.06 0.83
6 0.10 0.02 0.06 0.83
7 0.10 0.02 0.06 0.83
8 0.10 0.02 0.06 0.83
9 0.10 0.02 0.06 0.83
10 0.10 0.02 0.06 0.83

Table 11l.HU.4. Variance decomposition for Hungary’s Consumer Qierice Index (ConCl).

Figure 111.HU.6 shows that local returns and netign flows display no significant lagged response
to Consumer Confidence. The cumulative lag respaifstreign flows by the 10 period, however, is
interesting, and may imply that at some stage gor@vestors may be taking advantage of local s@rit. An
interesting note hereby is that the degree of neg&tedback trading reported in Section |l decesashen
ConCl index is controlled for in the VAR systess such a response is absent in Turkey, wherettdok s
market is more prone to overreaction, one possiligi that this reflects foreign equity portfolinviestors’
response to excessive consumer borrowing in Hungasyconfirm this hypothesis, a connection between
consumer confidence and consumer credit needs testablished and there must be some evidence of

consumer over-borrowing in Hungary. We leave thigstigation to further extensions of the projeotky
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accumulated ConCl => F
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Figure IlI.LHU.6. Cumulative IRF’s of net foreign flows (upper panel) and BUX index returRylower panel) to a 1-
standard deviation shock in Consumer ConfidenceXrf@onCl).

Figure Ill.HU.7 shows that the Business Confideimtex (BusCl) is affected by, in addition to world
and local stock market returns, net foreign floWsis result is quite intuitive and economicallyrsfgcant: F
can account for 10% of forecast error variance w§@®, ande plays a larger role for BusClI (16%) compared
to for ConCl (10%). On the other hand, local retupfay a larger role for ConCl (6%) than for Bug8%o).
Hence, we can argue that Business Confidence rdsgornconditions in world economy (as indicatedtosy
lagged effect oE) and to foreign investment flows, whereas ConsuBwnfidence responds to visible stock
price movements as indicated by the immediate respdoE and R. The contrast between ConCl's and
BusCl's response t& after the second month is striking: whites impact on ConCl stabilizes after the
second month, E’s impact on BusCl persists throd§imonth. Thus, one can argue th&ican forecast
variables that can affect futures business confideén Hungary. Local returns’ impact on BusCl, ba bther

hand, stabilizes beyond the third month.

Panel A Panel B Panel C
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accumulated E —> BusCl aceumulated F —> BusCl accumulated R —> BusCl
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Figure 1ll.LHU.7. Cumulative IRFs of Business Confidence Index (By$€k 1-standard deviation shock in global stock
index return€ (Panel A), net foreign flowB (Panel B) and BUX index returis(Panel C).

Proportions of forecast error in BusCl accounted for by:

forecast horizon E F R BusClI
1 0.05 0.00 0.00 0.95
2 0.06 0.01 0.02 0.90
3 0.12 0.10 0.02 0.76
4 0.13 0.11 0.03 0.74
5 0.16 0.11 0.03 0.71
6 0.16 0.10 0.03 0.71
7 0.16 0.10 0.03 0.71
8 0.16 0.10 0.03 0.71
9 0.16 0.10 0.03 0.71
10 0.16 0.10 0.03 0.71

Table 111.HU.5. Variance decomposition for Hungary’'s Business Qigrice Index (BusCl).

Unlike in the case of consumer confidence, stockketavariables may have a contemporaneous
response to business confidence. Hence, we alloev dontemporaneous response in the opposite idinday
alternating the ordering assumption in impulse oasp analysis. Figure 1l1l.HU.8 shows tiaandR display
little initial response, perhaps some statisticaiignificant positive response at the first molath (possible

some announcement effect), but some subsequemagdantresponse to business sentiment.
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Figure 11.LHU.8. Cumulative IRF’s of net foreign flows (upper panel) and ISE index retuiRglower panel) to a 1-
standard deviation shock in Business ConfidenceXriBusCl).

The results in Figures 1ll.LHU.9 and IIl.HU.10 payrthe interaction betwedfy F, R and Industrial

Confidence Index (IndCl), and are very similarhioge with Business Confidence index. Perhaps amada

that IndClI's response to local returns even leggifitant statistically, possibly reflecting thectahat in an

export hub economy manufacturers are less affebiedvariables correlated with local stock market

performance.
Panel A
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Figure 111.LHU.9. Cumulative IRFs of Industrial Confidence Index @iyito a 1-standard deviation shock in global stock

index return€ (Panel A), net foreign flows (Panel B) and BUX index returis(Panel C).
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accumulated IndCl =) F
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Figure 111.HU.10. Cumulative IRF’s of net foreign flows (upper panel) and BUX index returRglower panel) to a 1-
standard deviation shock in Industrial Confidenmgek (IndCl).

Now, we turn our focus to variables that may pasdigtintermediate between equity portfolio flows
and local macroeconomic activity. In Hungary, weéaccessed data on Corporate Credit Volume (CdrpCr
and Consumer Credit volume (ConsCir). First, theltesn the unnumbered Figure below correspondcéo t
model where exchange rate changes are not incindb@ VAR system as an exogenous control varidhle.

F andR all appear to have a negative effect on CorpQmichvis simply due the fact that a significant pmrt
of loans are denominated in foreign currency, and@preciation of HUF, which is strongly positivestated
to E, F and R, results in a decrease in the value of these lodesce, we report results based on the
specification where EUR/HUF exchange rate retumesiacluded as an exogenous variable in the system.
Second, the real changes in Corporate Credit volumfirst difference of the logged corporatedit@olume
numbers in HUF adjusted for inflation) turns outh® stationary, hence unlike in Turkey, we directhe

CorpCr variable without further differencing.
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The cumulative IRFs of Corporate Credit Volume (CompCr) to E, F and R: It turned out that 46.7% and 18.6% of
the contemporaneous variation in Corporate Creniit Household Credit, respectively, can be accoufiedy the
EUR/HUF exchange rate (i.e. Hungarian credit vollappears to expand when Forint depreciates), doaitioh that a
significant portion of loans are in foreign currgnm particular corporate loans.

Figure Ill.HU.11 below shows th&orpCr displays an insignificant positive responseEtandF at
lags, and does respond to BUX retufig hus, unlike Turkey, in Hungary the corporate iredlume does
not appear to be highly dependent on foreign chipilaws or world stock market conditions, indicag that
credit availability has not been a major bottlenBmrkHungarian corporations. Table 111.HU.6 suggetsiatE

andF can account for only 5% and 4%, respectivelyhefforecast error variance in CorpCr.
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Figure 111.LHU.11. Cumulative IRFs of Corporate Credit volume (Corptera 1-standard deviation shock in global stock
index returnE (Panel A), net foreign flowB (Panel B) and BUX index returis(Panel C).

Proportions of forecast error in CorpCr accounted for by:
forecast horizon E F R CorpCr
1 0.01 0.02 0.00 0.97
2 0.02 0.04 0.01 0.93
3 0.03 0.04 0.01 0.92
4 0.05 0.04 0.01 0.90
5 0.05 0.04 0.01 0.89
6 0.05 0.04 0.02 0.89
7 0.05 0.04 0.02 0.89
8 0.05 0.04 0.02 0.89
9 0.05 0.04 0.02 0.89
10 0.05 0.04 0.02 0.89

Table 11l.HU.6. Variance Decomposition for Hungary’s Corporate @rgdlume (CorpCir).

Figure 1lI.HU.12 portrays the responses of netifprdlows and BUX returns to past corporate credit

growth. Both variables, especial® display a negative lagged response to past catgaredit growth. About

%2 These results display some slight variation whk specification employed. In particulaporpCr exhibits some
seasonality, and when seasonal adjustment is alldae R displays a larger negative response, which i$ st
statistically significant. A negative lagged resperof CorpCr to R could be interpreted as corporations alternating
between debt and equity financing as suitabilitgadfiditions in the equity market varies. Howevhke, ¢vidence we have
is not significant enough to support such a statéme
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3% of the forecast error variance in bétlandR can be accounted for IGorpCr. It is interesting to note that
onceCorpCr is included in the model, the negative feedbaakitrg loses its significance. Hence, one may
argue that negative feedback trading may be alselated to corporate financial leverage. Fututerns are
more significantly negatively related to corporéitencial leverage. Obviously, the results on ooentry is

not sufficient to reach general conclusions , hehiseis an issue that needs to be further explored
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Figure 111.HU.12. Cumulative IRF’s of net foreign flows (upper panel) and BUX index returRlower panel) to a 1-
standard deviation shock in Corporate Credit vol{@erpCr).

Figure 111.HU.13 shows that household credit volumedungary (HshldCr) is positively affected by
past net foreign flows at long lags, and does espond to BUX returns. The insignificant negatigsponse
to E is not easy to explain, but an important partha$ response comes from the contemporaneous period,
which suggests it is a mechanic effect rather thaasponse of household to changes resulting frontdw
factors, hence we suspect the negative responsebenaytifact ofE's effect on EUR/HUF exchange rates.
(Although we control exchange rate’s effectldshldCr, some indirect effect dE andF on exchange rates
may still remain in the system. Note tlh#hldCr‘s response t& is not significant once the contemporaneous
period is disregarded.) These results collectivalggest that net foreign flows may be signalinguriit
consumer credit expansion, possibly by improvirg tdrms of credit to households, while world ecopasn
not relevant for household credit volume. Thisdattesult is in contrast to that on Turkey, oncaimg
suggesting that credit availability is a major kteck for the Turkish economy, whereas it is rwtthe

Hungarian economy.

Panel A Panel B Panel C
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Figure 111.HU.13. Cumulative IRFs of Household Credit volume (Hshld@r a 1-standard deviation shock in global
stock index returng (Panel A), net foreign flows (Panel B) and BUX index returis(Panel C).

The impact of Household Credit volume on net fandigws and BUX returns is negligible. Although

Figure Ill.HU.14 suggests some initial negativepmse ofR which is subsequently reversddishldCr can

explain only 1-2% of the forecast error varianc€ iandR, hence not economically significant.
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Figure 3.HU.12.Cumulative IRF’s of net foreign flows (upper panel) and BUX index returRs(lower panel) to a 1-
standard deviation shock in Household Credit volhehldCr).

111.C.PL.Poland Results:

Since our GDP variable, as defined in Section ]If&led to reject the null of a unit root, we U first

difference dGDP. The results with GDP, seen intheumbered Figure below, are qualitatively simttar
those with dGDP except thats impact on GDP remains persistent with undiffeeshGDP.
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::::::::::::::::: sccumulated F —> GDP acocurmulated R —> GDP

Figure Ill.PL.1 shows thaE has only contemporaneous impact on GDP growth, rendignificant
impact on future GDP growth, whil can forecast future GDP growth over the next 3:&rtgrs.F appears
to forecast GDP growth 1 quarter ahead, and aldwmt® some causal effect 4-6 quarters later. Imdeof
economic significancek still appears to be the most relevant variabldamnmg dGDP with all of its effect
coming from the contemporaneous period. The stamm@emporaneous effect & on GDP is in common
with Hungary, however not persistent in Poland. GDBsponse t& andR are in the expected direction and
form (Hungary’s GDP’s negative response Rois not replicated in Poland). Variance decompossi
presented in Table IIl.PL.1 portray a similar pretto that in Turkey and Hungary, except that ifaRa all of
E's explanatory power stems from the contemporangmriod (i.e. although GDP’s response Rois

statistically significant, it can only account &% of the forecast error variance of dGDP)
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Figure 1ll.PL.1. Cumulative IRFs of Poland’s GDEGDP) to a 1-standard deviation shock in global stawlek returns
E (Panel A), net foreign flows (Panel B) and WIG index returis(Panel C).
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Proportions of forecast error in dGDP accounted for by:
forecast horizon E F R dGDP
1 0.26 0.00 0.00 0.74
2 0.25 0.01 0.03 0.72
3 0.25 0.05 0.03 0.67
4 0.22 0.06 0.05 0.67
5 0.25 0.16 0.04 0.55
6 0.25 0.18 0.05 0.53
7 0.25 0.18 0.05 0.52
8 0.25 0.18 0.05 0.52
9 0.25 0.20 0.05 0.50
10 0.26 0.20 0.05 0.49

Table I1l.PL.1: Variance decomposition for Poland’s GDP.

Figure Ill.PL.2 below shows that net foreign floweserse a positive contemporaneous response to
GDP growth over the next 5 quarters, while WIG mesushow more persistent response to GDP growthi? GD

can explain 13% and 6% of the forecast error vaganF andR, respectively (Table II.PL.2).

accumulated dGDP ) F

Figure Ill.PL.2. Cumulative IRF’s of net foreign flows (upper panel) and WIG index returRqlower panel) to a 1-
standard deviation shock in Poland’'s GDP (dGDP).

Proportions of forecast error in F accounted for by: Proportions of forecast error in R accounted for by:
forecast horizon E F R dGDP forecast horizon E F R dGDP
1 0.33 059 0.00 0.08 1 0.87 0.00 0.10 0.02
2 0.28 0.62 0.00 0.10 2 0.87 0.00 0.10 0.03
3 0.28 0.60 0.00 0.12 3 0.86 0.00 0.10 0.03
4 0.30 058 0.01 0.11 4 0.84 0.00 0.11 0.06
5 0.28 0.55 0.02 0.15 5 0.84 0.00 0.10 0.05
6 0.25 059 0.03 0.13 6 0.84 0.00 0.10 0.06
7 0.25 0.60 0.03 0.13 7 0.83 0.00 0.10 0.06
8 0.25 059 0.03 0.13 8 0.83 0.01 0.10 0.06
9 0.25 058 0.03 0.13 9 0.83 0.01 0.10 0.06
10 0.24 0.59 0.03 0.13 10 0.83 0.01 0.10 0.06

Table I1l.PL.2. Variance decompositions of F and R under the §ipation which included Poland’s GDP.
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Next we focus on variables available at the monfhdguency. Figure 1lI.PL.3 below shows that
Poland'’s Industrial Production (IP) is only wealkhked toE, F andR. Poland’s IP is positively affected I&y
and forecast byR. However, the impact df andR on IP is economically insignificant as the fordoasor
variance of IP accounted for IByandR are only 4% and 2%, respectively (Table lll.PLBYoes not appear
to be much relevant for Poland’s IP, either, actiognfor only 2% of the forecast error variancelfh The
lagged negative response of IP is basically aftebiethe relative insulation of Poland’s IP durtihg 2008-

09 crisis (in particular, Poland’s IP has quick®pounded within in 4-5 months following October-NMawer
2008 when huge net foreign portfolio outflows toplace following Lehman event, which appears as a
negative connection between currénand IP growth at the™month). Leaving aside this outlier effect, the
response of Poland’'s IP t© is basically flat. Thus, we can conclude that ifgmeinvestors neither play a

crucial role in financing Poland’s industrial pration process nor are able to forecast future phtR.
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Figure Ill.PL.3. Cumulative IRFs of Poland’s Industrial ProductidiR)(to a 1-standard deviation shock in global stock
index return€ (Panel A), net foreign flows (Panel B) and WIG index returfs(Panel C).

Proportions of forecast error in IP accounted for by:

forecast horizon E F R 1P
1 0.00 0.00 0.00 1.00
2 0.00 0.00 0.00 0.99
3 0.03 0.00 0.00 0.97
4 0.03 0.00 0.00 0.97
5 0.04 0.01 0.01 0.93
6 0.04 0.01 0.01 0.93
7 0.04 0.01 0.01 0.93
8 0.04 0.01 0.02 0.93
9 0.04 0.01 0.02 0.93
10 0.04 0.01 0.02 0.93

Table I11.PL.3. Variance decomposition for Poland’s Industrial Rrcitbn (1P)

Figure 1ll.PL.4 below shows that net foreign flowsplay a lagged positive response to IP in the

second and third months following the shock, whk tumulative effect being flat. WIG returns dispka
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faster positive response, with the cumulative effexing again flat. The role of IP in explainifgandR is
economically small. One can, nevertheless, conchind¢ foreign investors do not have an information

advantage with respect to IP in Poland.
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Figure Ill.PL.4. Cumulative IRF’s of net foreign flows (upper panel) and WIG index returRlower panel) to a 1-
standard deviation shock in Poland’s Industriald@ation (IP).

Figure 1ll.PL.5 below shows that manufacturing ¢dehce in Poland (dManConf) shows a strong
positive response t, both contemporaneously and at lags. The conteanpous response here was absent in
actual production activity, hence may be a reftectihat either manufacturing orders start to ar(ougt) as
European stock markets rise (fall) or Polish macii®rs have learned to revise their expectations b
observing global stock markets. However, the lagggehct is much stronger and permanent, implyireg th
the initial signals provided bl are followed by actual causal factors. Table LI4suggests thd's impact
is also economically significant (unlik&'s impact on IP). Panel C suggests that local nstulead
manufacturing confidence at least 2 months ahehe.ldck of a contemporaneduand 1-month response of
manufacturing confidence to local returns suggebtt manufacturers do not appear to adjust their
expectations by observing the local stock markedt fdreign flows can positively forecast manufaictgr
confidence 1-2 months ahead, however the subsegegmbnse in Panel B is counter-intuitive. We sospe
that this result may have been affected by netawsf during the recent global crisis which had tretdy
much less effect on Polish manufacturing. The negatontemporaneous responseFofo manufacturing
confidence in the upper panel of Figure Ill.PL.6yniee another symptom of the same effect. Localrmstu

appear to be positively associated with manufaeguconfidence, though not significantly.

% The contemporaneous association between R andfacaming confidence is positive but insignificas seen in the
lower panel of Figure 3.PL.6, and by assumptiorr@e®gnize it as market’s reaction to manufactucogfidence.
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Panel A Panel B arel C
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Figure 1lI.PL.5. Cumulative IRFs of Manufacturing Confidence (dMan€do a 1-standard deviation
stock index returng (Panel A), net foreign flows (Panel B) and WIG index returis(Panel C).

B E)

shock in global

Proportions of forecast error in dManConf accounted for by:

forecast horizon E F R dManConf
1 0.12 0.00 0.00 0.88
2 0.12 0.01 0.00 0.87
3 0.13 0.01 0.04 0.82
4 0.19 0.02 0.04 0.74
5 0.20 0.03 0.06 0.71
6 0.20 0.03 0.06 0.71
7 0.20 0.03 0.06 0.71
8 0.20 0.03 0.06 0.71
9 0.20 0.03 0.06 0.71
10 0.20 0.03 0.06 0.71

Table 11l.PL.4. Variance decomposition for Poland’s Manufacturiranfidence Index (dManConf)

accumulated dManConf - F

0.018

0.014 -

0.010

0.006

0.002

-0.002 - ~

-0.006

-0.010
0 1 2 3 4 5 6 7 8 9 10

Figure Ill.PL.6. Cumulative IRF’s of net foreign flows (upper panel) and WIG index returRqlower panel) to a 1-
standard deviation shock in Manufacturing ConfidedManConf).
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Panel A of Figure IIl.PL.7 below shows that Polandkports display a significantly positive lagged
response t&. The clear interpretation is European macroecoo@iivity, as signaled b, causes Poland’s
exports. Exports are not significantly related ¢ foreign flows (Panel B). The absence of a respamplies
that neither Poland’s export financing depends aneifin capital availability, noF can forecast Poland’s

future exports. Panel C shows that local returne Is@me weak forecast power on future exports.

Panel A Panel B Paril
accumulated E —> Exports accumulated F —> Exports accumulated R —> Exports
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Figure 1ll.PL.7. Cumulative IRFs of Poland’s Exports to a 1-standdediation shock in global stock index retuihs
(Panel A), net foreign flowE (Panel B) and WIG index returis(Panel C).

Figure 111.PL.8 below shows that local returns dmt nespond to exports, while net foreign flows

display only weak positive lagged response.

Proportions of forecast error in Export accounted for by:

forecast horizon E F R Exports
1 0.00 0.00 0.00 1.00
2 0.00 0.00 0.00 0.99
3 0.02 0.01 0.00 0.97
4 0.02 0.03 0.00 0.95
5 0.04 0.03 0.01 0.93
6 0.05 0.02 0.01 0.92
7 0.05 0.03 0.01 0.92
8 0.05 0.03 0.01 0.91
9 0.05 0.03 0.01 0.91
10 0.05 0.03 0.01 0.91

Table 11.PL.5. Variance decomposition for Poland’s exports
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Figure IlI.PL.8. Cumulative IRF’s of net foreign flows (upper panel) and WIG index returRqlower panel) to a 1-

standard deviation shock in Poland’s Exports.

Figure 11I.PL.9 below shows that Polish Consumenfittence (CCI) displays a persistent positive

response té& andF, while showing a temporary responseRtdHence, one may argue that local stock market

returns have only a transient psychological effactconsumer sentiment, while external factors hsoree

fundamental (economic) effect. Not especially that impact starts at lags, which is probably a reetiF

being not visible to publice andF can account for 23% and 10%, respectively, offthecast error variance

of CCI.

Panel A

accumulated E —> CCI

Panel B

accumulated F —> Gal

Panel C

accumulated R —> cal

Figure IIl.PL.9. Cumulative IRFs of Consumer Confidence Index (QGla 1-standard deviation shock in global stock
index return€ (Panel A), net foreign flows (Panel B) and WIG index returfs(Panel C).
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Proportions of forecast error in CCl accounted for by:

forecast horizon E F R CClI
1 0.12 0.00 0.00 0.88
2 0.15 0.06 0.03 0.77
3 0.15 0.05 0.05 0.75
4 0.14 0.07 0.06 0.72
5 0.20 0.10 0.06 0.64
6 0.21 0.10 0.06 0.63
7 0.21 0.10 0.06 0.63
8 0.21 0.10 0.06 0.62
9 0.23 0.10 0.06 0.61
10 0.23 0.10 0.06 0.61

Table I11.PL.6. Variance decomposition for Polish Consumer Configeimdex (CCI).

Figure 111.PL.10 below shows that net foreign flopssitively respond to past consumer confidence
changes, while WIG returns are initially unaffected later display a small negative response, wbahd be
interpreted as domestic sentiment leading to ometien. Note, however, that these responses are

economically small (only 3 and 2% of the forecasbrevariance of andR, respectively).
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Figure IIl.PL.10. Cumulative IRF’s of net foreign flow (upper panel) and WIG index returRglower panel) to a 1-
standard deviation shock in Polish Consumer Confiddndex (CCl).

[11.C.CZ. Czech Republic Results:
Czech GDP series as described in Section lll.Bctegethe null of a unit root, so we directly usevithout

first-differencing. Figure 111.CZ.1 suggest thatgeh GDP responds té strongly positively.F has also a
statistically significant positive relation withtfire GDP. However, the role & is striking as it can account
for almost 90% of the forecast error variance ir€@zGDP (Table III.CZ.1). As this relationship hasbe
interpreted as causing, it probably reflects thpoex oriented characteristic of the Czech econoayy,
represented in the PSE index composition, funatipris a production base for Europe. GDP’s resptnBe

at the 1-quarter lag (though economically insiguaifit) should be interpreted fsecasting GDP’s response
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to R is negative at the 1-quarter lag, which should m®tsurprising given the well-documented failure of
Czech stock market to correlate with macroeconaai@bles (see Hanousek and Filer, 2000, among%the
It is likely that once external effects are corig@dlfor, the residual relationship between locatktmarket and
national macroeconomic activity turns out to beatimg reflecting the noise in the stock market. ©herall
explanatory power dR on GDP is negligible (around 1%). It is interegttn note that Czech stock market has

been documented to be the least-integrated witHdwmarkets among the CEE-$yriopoulos, 2004;
Chelley-Steeley, 2005), while its GDP is the mesponsive t¢.

Panel A Panel B ariel C
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Figure Ill.CZ.1. Cumulative IRFs of Czech GDP to a 1-standard dewviathock in global stock index returegPanel
A), net foreign flows= (Panel B) and PSE index retutR¢Panel C).

Proportions of forecast error in GDP accounted for by:
forecast horizon E F R GDP
1 0.26 0.00 0.00 0.74
2 0.82 0.02 0.00 0.16
3 0.85 0.02 0.02 0.12
4 0.85 0.02 0.02 0.11
5 0.90 0.01 0.01 0.08
6 0.90 0.01 0.01 0.07
7 0.90 0.02 0.01 0.07
8 0.90 0.02 0.01 0.07
9 0.90 0.02 0.01 0.07
10 0.90 0.02 0.01 0.07

Table 111.CZ.1. Variance decomposition for Czech GDP

Figure II1.CZ.2 below shows that neither net foreftpws nor PSE returns significantly respond to
past GDP growth. AlthougiR has the usual contrarian response to GDP growthirwthree quarters
following the shock, the response is economicaillignificant as it can explain only 1% of the fasterror
variance inR. Hence, local stock returns appear neither toctsenor to respond to Czech GDP growth,

consistent with well-documented results in the jnew literature.
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Figure 111.CZ.2. Cumulative IRF’s of net foreign flows (upper panel) and PSE index retuRhglower panel) to a 1-
standard deviation shock in Czech GDP.

Figure 111.CZ.3 below shows that Industrial Prodoet(IP) similarly respond significantly positively
to past European stock market returns, is not figmnitly related to net foreign flows and localuets. The
interpretations is: i) Czech IP is highly resporste economic conditions in Europe as reflectedMi8CI-
Europe index returns, ii) Foreign capital flowsyplitle role in causing future IP possibly becausital
availability is not a major constraint, and foreigwestors’ net trading has little forecast powarfoture IP

growth, iii) PSE returns cannot predict future Hwgth.
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Figure 111.CZ.3. Cumulative IRFs of Czech Industrial Production (tB)a 1-standard deviation shock in global stock
index return€ (Panel A), net foreign flows (Panel B) and PSE index retuiRg¢Panel C).
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Figure 111.CZ.4 shows that both net foreign flowsdaPSE returns respond significantly positively to

IP shocks as they occur (i.e. contemporaneousty)subsequent months, however, PSE returns partially

reverse, while net foreign flows keep remainingitpas Our finding of a contemporaneous positivepanse

of local returns tdP is perhaps the first evidence of a positive linktihe expected direction between a

macroeconomic variable and the Czech stock maflsebur sample contains a relatively recent peribis

may be a sign of improving informativeness of Pea§tiock Exchange. It appears that foreigners’ respds

helping improve PSE returns’ responsiveness fd TRible 111.CZ.2 suggests that shockdRocan account for

15% and 4% of the forecast error variance in negido flows and PSE returns, respectively (i.enpsierR

enables foreign investors to have a more precigoree toP.
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Figure 111.CZ.4. Cumulative IRF’s of net foreign flows (upper panel) and PSE index retuRhglower panel) to a 1-
standard deviation shock in Czech Industrial PradadIP).
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4 This interpretation is consistent with Wang ane$1999) who find that after foreigners are peteditto trade in
Taiwan stock market stock returns have startecttaffected by fundamental factors.
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Table 111.CZ.2. Variance decomposition fdf andR under the specification that includes Czech IndalsProduction
(IP).

Figure 111.CZ.5 below shows that once ag&ns a good predictor of the exports of an emerging
European economy, and local returns once again litdgdorecast power on future exports. What iffedent
from IP results is that net foreign flows do alsoetcast future Czech exports 1-2 months ahgathdF can
accountfor 11% and 4%, respectively, of the forecast enariance in Czech exports (Table 111.CZ.3).

However,F's statistical significance is not robust under s@pecifications.
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Figure I11.CZ.5. Cumulative IRFs of Czech Exports to a 1-standandatien shock in global stock index returks
(Panel A), net foreign flowE (Panel B) and PSE index retuiR¢Panel C).

Proportions of forecast error in Export accounted for by:

forecast horizon E F R Export
1 0.00 0.00 0.00 1.00
2 0.00 0.02 0.00 0.97
3 0.05 0.02 0.00 0.93
4 0.06 0.02 0.01 0.91
5 0.10 0.03 0.03 0.84
6 0.10 0.03 0.05 0.82
7 0.10 0.04 0.05 0.82
8 0.11 0.04 0.05 0.80
9 0.11 0.04 0.05 0.79
10 0.11 0.04 0.05 0.79

Table 111.CZ.3. Variance decompositions for Czech Exports.

Figure III.CZ.6 below shows that both net foreigawls and PSE returns significantly positively
respond to exports in the contemporaneous periogeier, returns once again reverse this initialtpes

response subsequently, portraying an overall sirpitiure as in the response to IP.
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Figure 111.CZ.6. Cumulative IRF’s of net foreign flows (upper panel) and PSE index retuRhglower panel) to a 1-
standard deviation shock in Czech Exports.

Our estimations with Consumer Credit turned oubeoquite noisy given the small sample size. The
consumer credit volume series exhibits significaadsonality, and to alleviate estimation problems,
performed the seasonal adjustment externally, asetl uhe first difference of seasonally adjusted rea
consumer credit growth (dsaConsCr). To improvenegibn efficiency, we searched for lag restrictions

Figure 111.CZ.7 shows that consumer credit respgrastively toE andF, and is not significantly related R

Panel A Panel B arel C

accumulated E —> dsaConsCr accurmulated F —> dsaConsCr accumulated R —> dsaConsCr
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Figure 111.CZ.7. Cumulative IRFs of Consumer Credit (dsaConsCr) festandard deviation shock in global stock index
returnsk (Panel A), net foreign flows (Panel B) and PSE index retuiR¢Panel C).
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[11.C.GR. Greece Results:
As Greece’s GDP, as defined in Section III.B, fite reject the null of a unit root, we use itsffidifference

dGDP. We encountered estimation problems with gugriGDP model due to small sample size (n=26),
hence we had to estimate a SVAR of order 2. Furthigh a small sample size results are quite seegiv the
specification employed, though the results preseimeFigure 1Il.GR.1 and Ill.GR.2 below are conerst
under many specifications. Greece’s GDP positive§ponds td&, though the explanatory role Bfis smaller
than in other countries analyzed abdvelso appears to positively forecast future GDHthée of these two
relationships appear to be statistically significdmowever lack of significance should mainly beilatited to
small sample size. Panel C suggests that Atheok stachange index returns significantly positivilyecast

GDP changes 1 quarter ahead. Yet, as Table Ill.G&yfjest& appears to have the most explanatory power.

Panel A Panel B Panel C
cccccccccccc Zs seoe cccumulated F —> aobp cecumulates R —> seDE
w s s 30 - 2o
S = - = = [
RN 2.5 - se I\
s —] 7 L~ e — e — —
II N — e = - [N 7 = ! \\/
2.0 ! 7 [
I} \ .
4 B 1 \.7 !
p vt /
~ | sl I
N cof ! !
! .
1
. o) 1
) 1ol
0.0 1
,
|
. 7\\ oely
o \ "' - —
N e\ n o LN N _7 i
\ VA \ I === /] N 7
4 \ J— s M Vs \ 7/ N7 —ozf\ ¢
Y NINC TN P e \;
N7 - — \_ K
& 7 a8 E] 10 —=2.° [s) 1 2 3 4 & 7 8 10 —©.8 [s) Kl 2 3 4 5 & 7 a8 10

25 T Bl = r 5

Figure III.GR.1. Cumulative IRFs of Greece’'s GDP to a 1-standardatien shock in global stock index returks
(Panel A), net foreign flowE (Panel B) and local returis(Panel C).

Proportions of forecast error in GDP accounted for by:
forecast horizon E F R GDP
1 0.11 0.00 0.00 0.89
2 0.09 0.01 0.01 0.90
3 0.08 0.01 0.01 0.90
4 0.08 0.01 0.01 0.90
5 0.08 0.01 0.01 0.90
6 0.08 0.01 0.01 0.90
7 0.08 0.01 0.01 0.90
8 0.08 0.01 0.01 0.90
9 0.08 0.01 0.01 0.90
10 0.08 0.01 0.01 0.90

Table 11.GR.1. Variance decomposition for Greece’'s GDP.

Figure 1ll.GR.2 below suggests that both net fanefpws and local returns positively respond to
GDP growth rate changes. However, net foreign floesponse comes with one quarter lag, while local
returns’ response is contemporaneous. However, GBPonly explain 1% and 3% of the forecast error

variance ofF andR, respectively, implying a low level of economigificance.
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Figure 1Il.GR.2. Cumulative IRF’s of net foreign flows (upper panel) and local returRglower panel) to a 1-standard
deviation shock in Greece’s GDP.

Figure IIl.GR.3 below suggests that Greece’s indlsproduction (IP) shows a significant positive
response tde, is not significantly related to net foreign flosome insignificant negative relation at long
lags), and is predicted by local returns 1 montbaah but not permanently affected by it. Thus, ovay
hypothesize that the main bottleneck for Greek $tiilal production is overall demand conditions ur@pe,

not capital constraints. As Greece is a servicexany, foreigners may not be bothering about fortags

future IP growth.
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Figure 1ll.GR.3. Cumulative IRFs of Greece’s Industrial Productit?) (o a 1-standard deviation shock in global stock
index return€ (Panel A), net foreign flows (Panel B) and local returfs(Panel C).
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Proportions of forecast error in IP accounted for by:
forecast horizon E

R
0.00
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0.04
0.04
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0.05
0.05
0.05
0.05
0.05

IP
1.00
0.96
0.92
0.92
0.90
0.89
0.87
0.87
0.87
0.87

Table 11l.GR.2. Variance decomposition for Greece’s Industrial Ratin (IP)

Figure 1l.GR.4 below suggests that net foreignvonegatively respond to past IP growth, while

Athens Stock Exchange returns are not significarglsted to past IP growth. Foreigners’ negatispoase

may again be related to the fact that Greece &\ace economy. Recall from Greece results in Sadtithat

net foreign flows bear forecast power on futuremet of Athens stock index, and moreover recathfféigure

II.GR.2 thatF positively responds to GDP, which clearly imphattoreigners still trade on information

however it is probably not IP what they regardrdsrmation.
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Figure 11l.GR.4. Cumulative IRF’s of net foreign flows (upper panel) and local returRylower panel) to a 1-standard

deviation shock in Greece’s Industrial Productiti) (

Greece’s exports appear to be insignificantly rigght (positively) related td- andR (E) at lags,

while F andR appear to negatively respond to exports at theodtimlag (results not reported, as they are
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neither statistically nor economically significanthese results can be reconciled taking into atcthe fact
that Greece’s exports are mainly agricultural patglupossibly of a counter-cyclical nature.

Corporate credit volume (CorpCr) and householditredume (HshldCr) as defined in Section I11.B
failed to reject the null of a unit root concludivdthe former rejected the null only under the HkQ
suggestion of 2). Hence, we use first differendab@se variables (dCorpCr and dHshIdCr). Panef Rigure
lI.GR.5 suggests thaE has a lagged positive impact on CoprCr, wikildhas no impact. Corporate credit
volume is contemporaneously negatively associaiédlacal market returns, but displays a positigsponse
at the first and second months which is reverseithenthird month. We do not have information to lakp
these zigzags, which can account for about 18-288p&nding on specification chosen) of the foreeasir

variance of dCorpCr.

Panel A Panel B Parl
occumuloted E —> dCorpCr accumulated F —> dCorpCr accumulated R —> dCorpCr
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Figure III.GR.5. Cumulative IRFs of Corporate Credit Volume (dCorp€r a 1-standard deviation shock in global
stock index returng (Panel A), net foreign flows (Panel B) and local returis(Panel C).

Figure 3.GR.6 below shows that net foreign flowd ltal returns do not exhibit a significant lagged

response to corporate credit growth.
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Figure 11l.GR.6. Cumulative IRF’s of net foreign flows (upper panel) and local returRglower panel) to a 1-standard
deviation shock in Corporate Credit growth (dGDP).

Figure 1II.GR.7 below shows that the response afskbold credit t&c andF are very similar to that
of corporate credit, that i& has a lagged positive impact (can explain 14% $hddCr) andF has no
significant impact. Hence, one can argue that Exide macroeconomic activity level signaled by E has
positive impact on credit volume in Greece’s bagksystem, while foreign flows play little role whic
confirms that credit availability has not been ganaoncern for Greece economy. The response adtmid
credit to local returns displays a quite similagzzig as corporate credit at tié 2 and &' months, however
the contemporaneous negative associationd@brpCr is absent here. Hence, we can regard it as a
characteristic associated with corporate financpugsibly a substitution between credit financing aquity
financing. A temporary positive response of barddirto local returns in the first and second merdhd a
reversal of it at the third month appears to bermom for both CorpCr and HshldCr, so local stock kear
returns signal a temporary positive reaction inditrgolume. Table 111.GR.3 shows that the role oyal
variablesk, F andR is minor in explaining Greek household credit vo&) and that of net foreign flows is
particularly negligible suggesting that credit daility is not a major bottleneck for Greek houslkeh(i.e.

cyclical foreign capital flows do not determine tiredit volume).

Panel A Panel B Panel C
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Figure Ill.GR.7. Cumulative IRFs of Household Credit (dHshIdCr) tih-atandard deviation shock in global stock index
returnsk (Panel A), net foreign flows (Panel B) and local returfis(Panel C).

Proportions of forecast error in dHshldCr accounted for by:

forecast horizon E F R dHshldCr
1 0.00 0.00 0.00 0.99
2 0.00 0.00 0.00 0.99
3 0.02 0.00 0.01 0.97
4 0.03 0.00 0.04 0.93
5 0.08 0.01 0.03 0.88
6 0.08 0.01 0.03 0.88
7 0.08 0.01 0.03 0.88
8 0.08 0.01 0.03 0.87
9 0.08 0.01 0.03 0.87
10 0.08 0.01 0.03 0.87

Table 111.GR.3. Variance decomposition for Greek Household Credlitme (dHdhIdCr).

Figure 111.GR.8 shows that both net foreign flowsdaocal returns exhibit a significant negative

response to consumer credit. Recalling fhahdR's response to past corporate credit growth wagaewe

interpret this contrarian response as foreign itoresaking advantage of local public sentimentcdfethat

we had found similar contrarian response to conswuoafidence in turkey and Hungary. In Greece, this

response contrarian response is particularly pnooed possibly because of excessive borrowing belGre

households. Household credit growth can explain b2#e forecast error variancefn
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Figure 111.GR.8. Cumulative IRF’s of net foreign flows (upper panel) and local returRylower panel) to a 1-standard
deviation shock in Household Credit (dHshIdCr).

Figure 1II.GR.9 shows the responses of Retail Tr@deariable that we could access only on Greece)
to E, F, andR. As almost all other indicators of macroecononutivity, Retail Trade responds significantly
positively to E. We interpret this as the spillover of Europeadevimacroeconomic activity signaled in
advance by European stock market returns. Regaietrs a purely domestic variable, unlike GDP eborts
and corporate credit volume, which are associatéi external effects at least in one dimension. déerthis
result shows that global macroeconomic conditiom$ndeed spur purely local spillover effects. Fattetail
trade activity is also significantly positively assated with current net foreign flows, and to asker extent
with current local returns. The negative respomsE &ndR at the first lag is interesting, and we have no
information to explain this initial zigzag, howevielis economically less significant compared tbseguent

positive response (see Table III.GR.4).

Panel A Panel B Panel C
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Figure III.GR.9. Cumulative IRFs of retail trade to a 1-standardiatéan shock in global stock index returBPanel
A), net foreign flows- (Panel B) and local returis(Panel C).
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E
0.03
0.11
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0.14
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0.14
0.14

F
0.00
0.02
0.07
0.06
0.07
0.07
0.07
0.07
0.07
0.07

R
0.00
0.06
0.06
0.17
0.17
0.17
0.17
0.18
0.17
0.17

Proportions of forecast error in Retail accounted for by:

Retall
0.97
0.81
0.76
0.64
0.63
0.63
0.63
0.62
0.61
0.61

Table 111.GR.4. Variance decomposition for Greece’s Retail Trade.

Figure 111.GR.10 shows that neither net foreignafionor local returns display a significant response

to retail trade activity level.
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Figure 1lI.GR.10. Cumulative IRF’s of net foreign flowEs (upper panel) and local returfs (lower panel) to a 1-

standard deviation shock in retail trade.
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V. CONCLUSIONS

This research program has had two major objectives:

1) Although European emerging markets are thoseauni®s with the highest external deficits hencetmos
dependent on foreign capital inflows, extant redeasn the behavior and impact of foreign investors
emerging stock markets excludes European emergiadeats, hence there was an important gap in the
literature. In order to assess whether conclusitamsred from previous studies, which mostly focasAsian
markets due to data availability, can be generdlibme has to analyze European emerging marketsewhe
foreign ownership is around 70% of the market edigdtion (Hungary and Turkey), unlike Asian masket
where the same ratio is around 35%. Hence, thiediajective of this research was to find and aralyata to

fill this important gap. We accomplished this gwaPart | (Section Il of this report) by analyzidgta from 11
countries (including Turkey which was analyzed befand served as a benchmark as we were safe of the
accuracy of the data).

2) While the macroeconomic effects of total foremapital flows (including bond, money market ancedi
investment flows) have been analyzed before, ealbean the context of assessing the contributibeapital
account liberalization on economic development, ame not aware of any study analyzing the interactio
between foreign equity portfolio flows and shomtrtemacroeconomic activity. A particular researclesiion
was whether the foreign equity portfolio flows, wihiis the most volatile and pro-cyclical componeithe
total foreign capital flows, have forecast powershiort-term macroeconomic activity in emerging esuies
after controlling for global stock market indexwets. Obviously, this is a wide area of researold,ia Part ||
(Section Il of this report), we established a coatygnsive base to address this topic for thetfirst in world

literature, which can be built further upon.

IV.1. Conclusions from Part |

The empirical analysis in Part | enables us to lregeneralized conclusions on some previously adddes
research questions, and discover some unique ¢eastics of European emerging markets. These ean b
summarized as follows:

1) Foreign investors do engage in positive feedlieading at the daily frequency, but in negativedieack
trading at the monthly frequency: Theory (Brennad &£ao, 1997, Griffin et al. 2004) describes faneig
investors as positive feedback traders (as theyese informed) with respect to host market retuarl
almost all available empirical evidence (cited itkiJand Weber, 2010) suggest, irrespective of tagufency

of data, that foreign investors are indeed positeariback traders. However, most of this reseasels data
from earlier sample periods, mostly from Asian nessk and does not combine and contrast data at the
monthly and daily frequency. Moreover, most of dzlier research suffers from omission of globatkaa

returns. Using longest samples, we consistentlyuishenit that foreigners do positive-feedback-trad¢hat
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daily frequency (Turkey, Korea, Taiwan), but negatfeedback trade at the monthly frequency (9 dut 1
European markets in our sample, and Korea and Tiwdence, we obtain a more detailed and precise
description of foreigners’ behavior, which prettiatde across geographies. They probably respond to
information. Their instantaneous response is to floeé move within a few days, but then to exploliyi acting

in a contrarian way next month. Hence, they appedre sophisticated traders. The conclusion thaida
investors respond to available information in a eneophisticated manner is shared by some othergape
providing more direct evidence (e.g. Chen et &i0%0on Taiwan).

2) A minor discovery of ours is that global emergimarket returns do significantly enter the VAR teys
equations even after controlling for global develdmarket returns. Hence omitting them amount®tbad
specification error. While most results are immamehe inclusion of global emerging market retursmne
results do change (i.e. persistence of flows ink&yy when they are included. Hence, future reseuaitih
have to control for global emerging market returns.

3) Negative feedback trading at the monthly freqyesxhibits an asymmetry (foreigners sell followinges,
but not buy following falls) in economies with ladwin deficits: This is a significant result on rkey,
Hungary, Romania, Czech Republic, Spain in cont@agtorea, Taiwan, Poland. We argue that this magpb
distinctive characteristic of European emerging kats, or emerging markets other than those in Asia.
particular, this type of differential behavior mag a reflection of foreign investors long-term mgtion of
the riskiness of a particular market. External defimay be a main determinant of those perceptibms
economies with large external deficits, foreigndstors may be wary of developing Ponzi schemeatiomal
accounts, hence may want to leave when economyoiisgdwell (considering the problems with the
sustainability of a foreign-capital dependent reagy and delay or discard coming back when econamy
doing poorly despite low stock prices offering mgyiopportunities (perhaps knowing that the locainecny
can recover only when they finance). This type efdvior can be predicted by the reflexivity theand
coordination games used to explain reflexivity (zoren and Yuan, 2008). Though, it does not prbee t
presence of such effects, such behavior may simggylt from the information structure relevant be t
country in question. Indeed, why we observe thigmesetry in Hungary but not in Poland may have
something to do with the information structure.

4) Negative feedback trading is absent in Euro-amagkets (Austria, Greece; Spain an exception). &zl
Rey (2004) argue that the main motive for portfokbalancing that would lead to negative feedbeattirg
could be re-adjusting the exchange rate exposuresglling after the market rises to bring theosxpe to the
currency in question back to the original —diveesif level). Hau and Rey (2006) further argue tthet
surprising negative correlation between nationatlsinarket return differentials and currency resummay be
due to this rebalancing. | personally see somesflamtheir arguments (discuss them and test HauRayts
hypothesis in Ulkii and Demirci, 2011), however @inding that negative feedback trading is absen? in

(Austria and Greece) out of 3 Euro-area stock marlkands support to their hypothesis. The thirdoEanea
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market where found negative feedback trading idgrGpehere we think negative feedback trading mayeha
been driven by some unique factors. Hau and R&09§) hypothesis has not been tested using equity
portfolio flows data, hence we are the first tat feslirectly. We will present the results in Ulldind Demirci
(2011).

5) Foreign investors’ trading appears to be paalificorrelated with information which implies thddmestic
investors’ trading is negatively correlated wittioirmation. Our conclusions (1), (2) and (3) aboxe jaintly
consistent with the hypothesis that foreigners eadpto information. We further confirm this hypasigin
Part Il of this project work by documenting evidenthat net foreign flows are positively correlateih
contemporaneous and future macroeconomic activity @ lkizlerli and Ulkii (2010) by showing that
foreigners’ net trading positively responds to aespolitical risk ratings of Turkey. As our datarfgion
market participants on the duality of resident usnson-residents, this implies that domestic irarsstrading
is negatively correlated with information. In oth&ords, they provide liquidity to foreigners whade on
information. This conclusion is intriguing. Brennand Cao (1997) argue that foreign investors resgon
new local information as they were uninformed bef@re. new local information arrivals results igder
revisions in foreign investors’ valuations thandbmvestors’). We are not aware of any fresh theaor this
issue. Our findings are not consistent with Brenaad Cao’s argument: First, we have the same resthit
respect to the response to global information, e, Wwowever one cannot argue that domestic invesice
more informed about global market factors so thetsé global investors have bigger revisions inrthei
expectations. Second, in many markets we findibaforeign flows can also forecast future inforimaton
local macroeconomic variables. This rules out tlgeiiaent that local investors are more informed albiogl
local factors. Hence, our finding opens up the ©&si a revised theory of foreign investors’ bebavilhe
revised theory may simply say “foreign investorséna sophisticated response to available informatibhis

is a common characteristic for institutional inwest or for all types of big players (Ulkii, 2010).

6) Foreigners are more likely to follow rather tHaad returns. Developing a new methodology, welred
results that pose strong doubt on the standardonat@tion of the contemporaneous price impactoogifn
investors’ trading. It is easy to show using dalbta that lagged returns have more explanatory powe
future net foreign flows (in the positive direct)ahan vice versa, which suggests that a signifiparntion of
the contemporaneous positive association betwediomreggn flows and local returns at the monthlgquency
could be due intra-month positive feedback tradiimg.Ulkii and Weber (2010), we developed a new
methodology (i.e. applied the structural conditiooarrelation methodology from the GARCH literature
microstructure literature for the first time) tcerdify the daily interaction between flows and ratus Using
this approach, we found that the intraday spilldvem local returns to net foreign flows is strongjeen the
reverse spillover. Thus, even what has been desteb the contemporaneous price impact of fordigvsfat
the daily frequency in the literature may in fa&, bo a large extent, foreigners responding to sitime

information which market prices already have adidst

93



This methodology can be applied to any study inntierostructure literature. Hence, in an extension
of project work, we adopted a new econometric taghn that enables to identify the contemporaneous
interaction between trading and returns at theydagélquency. Up to this innovation, all availabtedies in
this line of the literature were circumventing tentemporaneous identification problem in SVAR msdby

imposing Cholesky ordering assumptions, whose igléde fairly questionable.

IV.2. Conclusions from Part Il

The empirical analysis in Part Il provided us thstfevidence in the literature on the short-tenteriaction
between foreign equity portfolio flows, which ar@ma volatile and responsive to information thamftéibws,
and the domestic macroeconomic activity. This asialglso enables us to enquire about whether neigfo
flows can forecast future macroeconomic activitgn even cause it, and further whether there mag be
reflexive interaction between foreign flows and dstic macroeconomic activity. The results in theose
part, however, are less strong as macroeconomecagiatquite noisy and results are not uniform. ¥ethave
obtained sufficiently reliable results to have gibainderstanding of the answers to our researehbtigms and
formed a basis to develop further enquiry. ObvipuBlart Il has an open-ended coverage, and ouerdurr
analysis, while answering some of the research tipmss has added more new questions, as well. We
summarize our current conclusions here.

1) Both global stock market returns and net fordigms (after controlling for the former) are padsily
associated with both current and, to a larger éxfeture macroeconomic activity. However, this slo®t
necessarily mean net foreign flows have a stropip@atory power on future returns of the local ktaarket
(local returns may respond price-in future macroeoaic activity in advance &s andF are signaling it, or
may not respond to macroeconomic activity at 88t of the local macroeconomic activity maycaeisedoy
global macroeconomic activity (signaled by gloltack market returns) or by foreign capital flowspecially

in economies facing a capital shortage by altedrgglit availability. Hence, global stock marketurets and
net foreign flows have significant and positive kx@atory power after controlling for local returns.

2) We interpret our evidence as net foreign flovesnly forecastrather tharcausemacroeconomic activity in
European emerging markets. This mainly applies Woniembers who have access to sources of financing
from EU institutions. However, in Turkey where ateavailability is a major bottleneck, we have foun
evidence that foreign flows magause macroeconomic activity. In particular, domestiedit volume is
significantly positively forecast by net foreigows.

3) Global stock market returns have a significansifive impact on domestic macroeconomic activity i
European emerging markets, which has to be integ@@scausing MSCI-Europe index returns turn out to be
the factor with the highest explanatory power instntases. They have strong explanatory power @arreadt

sectors of the economy such as exports and ornetessensitive sectors such as industrial produnctbut
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also on purely local sectors such as retail tradizst of these effects come at lags of several nsnthey
have strong effect on domestic consumer sentirasntell, after controlling for local returf.

The literature investigating the interaction betwdecal macroeconomic activity and total foreign
capital flows, as reviewed in Section I.D.iii majrihils to control for global returns. As net fayriflows are
highly correlated with global stock market retuftfsis statement needs to be empirically verifiethvadther
types of foreign capital flows, of course), manytbé results in the literature may simply be pigkihe
relation between global macroeconomic activitynalgd by global stock market returns, and foreigpital
flows. Hence, they may be overemphasizing the abfereign capital. The specification employed heoght
to be the standard specification to investigatsahssues.

4) We have obtained no convincing evidence to suppe hypothesis that foreign investors spur fiéxave”
process in emerging economies. They may have suole anly in case of economies with capital shgeta
(Turkey), however their impact still appears torbere consistent with responding to available infation
than causing future information. This conclusionplies that the most effective way of avoiding the
undesirable effect of sudden outflows while bengdifrom inflows is to engineer a positive infornaat set
(i.e., a sound and proactive management of the skieneconomy) rather than imposing capital flow
restrictions.

Foreign investors do not appear to be “creatingr thn space” in emerging markets, rather they
appear to respond to information. If a particulawratry is facing capital availability constraintsreign flows
may indeed spur macroeconomic activity (kind ofviimg the missing ingredient), however the behawib
foreign flows is not at their random discretioneyhare still responding to information. Thus, inemonomy
facing capital availability constraint, managemehforeign investor expectations assumes a criigiadtion.
As foreign investors are rational, sophisticateéhrimed investors, the only way to manage expexgtatis to
follow sound policies. In this respect, the emengeaf Turkey from 2001 crisis to become one ofwloeld’s
most robust economies can partly be attribute@¢ognition and proper management of dynamics @idar
capital flows.

In this respect, we can talk about a continuumEurkey, at one extreme, short term macroeconomic
activity is highly dependent on external factorghbdue to trade effects and due to capital avditabi
constraints. In Greece, at the other extreme, @aguailability is not a constraint at all and degence on
export markets is minor. Between these two extrdmddungary, Poland and Czech Republic, wheretahpi
availability is a concern however has much more enaig impact on local macroeconomic activity asyman
alternative sources of financing are available kisaio access to EU markets and funds. Howeverexpert
activity is highly sensitive to macroeconomic aityiin Europe which is signaled by MSCI Europe ixde

returns a few months in advance.

% Milani (2010) finds that foreign stock price fluettions play a role by affecting domestic expeoctatiabout future
output gaps.
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IV.3. Further Work

Two major papers will follow from the Part | andrPH of the main project work, respectively. Parmay

lead to a paper titled “Foreign Investors in Euanp&merging Stock Markets”. | plan to submit thégper in
March 2011. Part Il may lead to a paper titled “Thkeraction between Net Foreign Equity Portfoliows

and Local Macroeconomic Activity in Emerging Ecoriesi. | also plan to replicate the analysis in Raon

a number of Asian markets where we have reliabte,dad include in this paper. The paper requireeem
work before it can be published; for example, nwusrrobustness checks, perhaps a standardization of
macroeconomic data across countries and use of gate methodology. At this stage | cannot speaify
precise time horizon, but if everything goes aswpéal, | intend to submit this paper by May or Jaoé1.
These two papers, the main output of the projeckwaill target top international journals.

We plan to extend the sample coverage to includiaBia, Baltic countries and Scandinavian
countries, where we expect to find some data. tht@d, we will extend our scanning across UkraiBalkan
Republics, Italy, Portugal and MENA (Middle EastriMoAfrica) region over time. We also plan to chéok
robustness of our results by controlling for USrest rates, terms spreads, bond-risk premium dpeesathey
may also be significant determinants of capitalvBoNote that these robustness checks have befrped
in the literature relating to Part | of our empdticstudy, however involvement of macroeconomic dagy

require a replication of these controls with macm®wmic data as well.

In a possible extension of this project work, wanpto analyze the commonalities among net foreign
flows to different emerging stock markets. Tharkshis project work, we have now formed one of rttnst
comprehensive but unutilized data sets of net dordiows to emerging stock markets. This data say m
enable us to measure the extent net foreign flawgacy across different countries. Further, it neaable us
to enquire whether the increasing correlation anmemgrging national stock market indices can bébattd
to foreign investors’ increasing participation. Fotample, Ulkii (2010a) documents evidence that Eiyng
and Turkey’s stock market returns’ correlation maseased by the most in recent years, especiatingl the
recent global crisis period (during the 2003-200bBpriod, Hungary’s BUX index’ monthly real returimsd a
correlation of +0.69 with Poland's WIG index and.4® with Turkey’s ISE-100 index; whereas during the
2007-2010 period Turkey has become to be the naystlated market with Hungary with +0.83, overtakin
Poland at +0.82). Moreover, BUX and ISE-100 retusear incremental forecast ability for each othésra
controlling for global stock index returns. As dissed in detail in Ulkii (2010a), this cannot bel@ired by
trade links, policy coordination or any other fundatal factors hypothesized in the literature tatyeers of
national stock market comovements. Hungary and &usdtand out with the highest foreign ownershipsat
(72% and 69% of market capitalization, respectivaly of October 2010). Hence, the correlation d¢ibnal
stock market index returns may be driven by foreiyestors’ response to common global factors, @afe

at times of global turbulence. This idea has bémstifivestigated by?oshakwale and Thapa (2009) using
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cointegration methodology and data from Asian miscke believe cointegration tests have some
deficiencies in investigating this issugence, | plan to analyze this issue using data teplata from
both European and Asian markets and employing Svi#ggodology. This will probably be the third paper
out of the project work.

| expect to add a fourth paper by investigatingititeraction between equity portfolio flows andeth
types of foreign capital flows. In particular, wélwest the hypothesis that equity portfolio flowsay be co-
moving with money market and bond flows, which neylain the link between net equity portfolio flows
and domestic credit volume, and the hypothesistttatequity portfolio flows may be leading or reesgding
to direct investment flows. Within the first half 2011, we will conduct pilot studies on Hungardarurkey
which will shape how we will proceed.

Further work may include an investigation of thgat#ve correlation between corporate credit volume
and local stock returns (i.e., testing a substituthypothesis between equity capital and debt irofgean
emerging markets). Also, the negative responseetfforeign flows to domestic credit volume in some
countries requires further investigation. Finallye plan to illuminate the interesting case of Sphijn
finalizing our working paper (Porras and Ulkii, 210

We thank OTKA for providing us with the motivatioenergy and resources to finalize actualize this

comprehensive work.
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Abstract

This paper provides the first study of foreign isiaes’ trading in a sizeable European emergingkstoarket,
using a combination of daily and monthly completgadcollected at the destination. It also introdutte
structural conditional correlation (SCC) methodgldg identify the contemporaneous interaction betwe
foreign flows and returns. We show that global agimgr market returns are an additional driver ofeifgn
flows after controlling for global developed marketurns. Foreigners do negative (positive)-feekheade
with respect to local returns at the monthly (dafiyrequency. SCC methodology shows that the stahdar
assumption in the literature, that flows causernstiicontemporaneously but not vice versa, is rstified,
even at the daily frequency, making price impatitretes reported in previous literature questioaabl

l. Introduction

Foreign investors’ trading has been associated avilominant influence in emerging stock markets.
Moreover, it is perceived to have acted during teeent global crisis as a channel of transmitting t
turbulence from developed economies into emergoane@mies, which were relatively more stable. These
observations are particularly relevant for Europearerging economies with large external deficithjclv
depend on foreign capital inflows to sustain tlieiances. However, most of the available researcfoeign
investors’ trading in stock markets is confinedAsian markets, mainly due to availability of exaletta on
foreigners’ trading. As data collected from onerseucountry or from one custodian might be biasedto

least unsafe to generaliZegonclusive research should be based on complétecdenpiled at the destination

% studies that use such data include Froot et @0XPwho employ data from only one particular cdito (State Street),
and Bekaert et al. (2002) who employ data from amig source country (TIC data from US). Howevechsdata may
contain measurement errors and even biases, asdthewt include all foreign flows. Foreign flowstdashould be
collected from destination (see Pavabutr and Ya0y72who show that the correlation between acaign flows data
in Thailand and that derived from US Treasury'detir is merely +0.43).
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market. We are not aware of any published resemrdhe literature on foreigners’ trading in Europea
emerging markets, which employs complete data fileendestinatiori’ Istanbul Stock Exchange (ISE), the
largest and deepest stock market in the CEEMENA{@eand Eastern Europe, Middle East, North Alrica
region, ranked 7 among all world emerging markets in terms of tetdlie of shares traded, presents an ideal
case study as precise data on foreigners’ tradiag@mpiled in a centralized manner. Moreover, akdy
removed all restrictions on foreign portfolio int@ents in August 1989, an analysis on ISE is notrétl by
the initial impact of liberalization (i.e.; one-tanportfolio rebalancing by international investors3
documented in Bekaert et al. (2062Further, Turkey, unlike many Asian markets, hagenémplemented
any (partial) restrictions on foreigners’ tradingthe stock market, so a clean picture of the foreérader
behavior and market return interaction can be obthi Finally, and perhaps most importantly, resatts
Turkey with a very large external deficit enablesassess the generalizability of previous resudtained on
external surplus economies of Asia, where stockketarare dominated by domestic individual investdis
highlight the point, the fraction of market capitation held by foreigners has been fluctuatingiathb70% in
recent years in ISE, which is representative oéml deficit economies in emerging Europe (forrepke,
roughly 72% in Hungary), while the same ratio iscimgmaller in Asian stock markets: 31.60% in Taiwan
October 2010; 32.65% in Korea and 36% in Indonasiaf end of 2009, 28% in Japan as of end of 2808).
That is, in Richards’ (2005) words, the “big fists’ actually in emerging Europe. Given the fact thmast
stock exchange administrations in emerging Eurapeat keep track of foreigners’ tradiffthis study on
ISE provides the sole opportunity to investigatprévious results obtained on mostly Asian markétme et
al., 1999; Griffin et al., 2004; Richards, 2005 ampamany others) hold for European emerging markets
characterized by external deficits.

By using new data, combining and contrasting thedyais at the daily and monthly frequencies, and
most importantly, introducing a promising new metblogy to address some previously unanswered
guestions, this paper takes the literature on titeraction between foreigners’ trading and emergitugk
market returns several steps further. A first dbotion stems from the data used. The monthly aata
foreigners’ trading in ISE, which have been emptbyefore, are compiled by ISE by requiring member

brokers to report transactions executed on beli@boresident clients on a monthly basis. A dadvmterpart

27 One exception is Slovenia in Griffin et al. (2008)owever, this market is of negligible size, anere the authors
questioned the legitimacy of reporting resultsta market.

% n particular, as liberalization itself leads tock market appreciation, an appearance of posiéigdback trading may
emerge in addition to a possible overstatemerttepersistence in flows.

% These ratios were even much smaller during thegeicovered by major papers in this literature. &ample, Choe
et al. (1999) report the average foreign ownerghitbeir sample as merely 12%).

% We contacted all European emerging stock exchadggnistrations individually within a research i supported
by OTKA (The Hungarian Scientific Research Fundid #ound out that major stock exchanges (e.g. BestajpVarsaw,

Prague) do not even collect any data on foreignieasling except for asking member brokers once a wbout an

estimate of the percentage of trading volume exetcan behalf of nonresidents during the year. Daédlia are reported
to be available only in Ljubljana (Griffin et aR004), a market of negligible size, though we wenable to verify

availability of such data.
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does not exist. However, the Central Registry AgeasfcTurkey (CRAT) has been reporting the perceatay
listed shares held by nonresident investors orilg basis. To our knowledge, this paper is thetficsutilize
this data set, and more generally the first ang dally data on foreigners’ trading in a sizeabl&rdpean
emerging market.

A main contribution of the paper is to explore feack trading behavior of foreign investors.
Academic literature predominantly characterizegifgn investors in equity markets as uninformed jtpes
feedback traders (Brennan and Cao, 1997), or piortfebalancers (Griffin et al, 2004; Hau and R2§04).
However, ikizlerli and Ulkii (2010) have shown that foreignardSE tend to negative feedback trade with
respect to local returns at the monthly frequentlyis finding contrasts earlier empirical literatutteat
predominantly reports positive feedback tradingidrgigners in mostly Asian markets (Stulz, 1999kt
et al., 2002; Kim and Wei, 2002; Griffin et al.,@D Richards, 2005) and in developed markets (Rastiqnd
Robertsson, 2004). In this paper, we explore forig) feedback trading behavior by combining montnd
daily data and further by putting the daily intdiac under the microscope introducing a new methayio
based on GARCH modeling, for contemporaneous ifiesiion of returns and flows. A key finding is tithe
lagged response of net foreign flows to local msukvhich is significantly negative at the montfrigquency
particularly following positive returns, is posiivat the daily frequency particularly following reige
returns. This discards an automatic portfolio rabeing mechanism, and suggests that different méstha
may be operating at different time horizons. Faxregle, foreigners might be responding to new infdiom
over a horizon of a few days and rebalancing tpeitfolios via contrarian trades in the followingnth. At
the same time, the lagged response of net foréigvsfto global returns is positive and strong athbihe
monthly and the daily frequency; yet negative femdtbtrading with respect to local returns, in matar
following rising markets, at the monthly frequenaytes out a naive positive feedback trading stsaimgy
especially sentiment trading. Our results rathed l® a conclusion that foreign investors’ tradiafiects a
sophisticated response to information. Finally, aew approach suggests that intraday positive sgdb
trading, which has been imposed not to exist inoregutoregressions (VAR) in the extant literatunay be a
pervasive feature, as further discussed below.

The results of Griffin et al. (2004) and Richar@8@5) strongly called for inclusion of global marke
returns as an exogenous variable in the VAR moestiibing the interaction between foreign flows &owhl
stock market returns. Such results are predictethégries of portfolio rebalancing (Griffin et &004), that
is, international investors in source markets sthdouly in foreign markets following increases initHeme
markets to bring portfolio weights back to previdergels. Hence, host market local return — netigorélow

interaction has been conditioned on returns in ldg@eel (source) market§in this paper, we show that global

31 The fact that in today’s globalized economy, warldrket returns may provide significant informatimmfuture global
economic climate, hence the possibility that foneigvestors might be responding to information eatthan merely
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emerging market returns are a significant and gtrdniver of both foreign flows and local emergirtgck
market returns after controlling for global deveddpmarket returns, in particular at the monthlyérency?
where we document a prolonged response. Persisiiericeeign flows in Turkey is accounted for, tdaage
extent, by lagged positive responses to global gimgmarket index returns. The lower significan€global
emerging market returns at the daily frequency rbaya reflection of the fact that emerging market
information is less salient and more scattered.

In trading — return interaction, the interpretatioh positive contemporaneous correlation at low
frequencies has been a notorious problem: it mégctethree possibilities, namely, contemporaneand
lagged intraperiod price impact, intraperiod pesitfeedback trading, or latent common factor inflees
driving both flows and returns simultaneously. dtendard treatment in this line of literature hashesd
based on a questionable assumption suggesting flewsrdered before returns to enable contemporaneou
identification in a recursive VAR system, and mgpapers followed this assumption, that would be sedly
under tick data; see Danielsson and Love (2006)Saasl et al. (2006) for a detailed discussion ©f sue.
The third possibility, latent common factor inflwen has been totally ignored. A clarification is\ti@apped
by the lack of trading data at sufficiently higkduency. In this paper, we propose a frontier nulogy that
exploits time variation in the volatility of shocke achieve identification (see e.g. Sentana awdeRtini,
2001 or Rigobon, 2003). In particular, we emplog $tructural conditional correlation (SCC) modeWsber
(2010) to identify the contemporaneous return-flomeraction at the daily frequency. Importantlyge th
contributions of all three possible sources of ¢berelation can be estimated without zero-restitgi Our
results show that the standard assumption in ithésdf literature, that flows cause returns but vioe versa,
is not justified. This implies that caution is neddn interpreting price impact estimates repoite@arlier
studies.

The paper is organized as follows. Section |l fipsbvides a review of the literature on foreign
investors’ interaction with emerging stock markedturns, and then discusses the contemporaneous
identification problem. Section Il explains thet@and methodology employed in the paper, withtsection
on adopting the SCC concept into the return-flderéiture. Section IV first reviews the monthly désuthen
presents the daily results. Section V presents &Salts and discusses their implications. For t@gse of
comparing to results in previous literature, thalgsis is also replicated on Korea and Taiwan. iBect|

concludes by summarizing the main lessons fronstigy.

rebalancing their portfolios is another possibilithich could not be examined in extant literatusedaveloped (source)
market returns are a driver of both rebalancinggotal economic information channels.

%t is interesting to note that Richards (2005) @riffin et al. (2004) included MSCI Emerging Matkéndex in their

preliminary analysis, however, continued the maialgsis employing only US returns, possibly to avtiie problem of

time-zone differences inherent in using MSCI EmeggMarkets index at the daily frequency that manfase the

analysis.
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Il. Related Literature

A. Literature on Foreigner’s Trading and Emerging Stodk Market Returns

Research on foreigners’ trading has dealt withetlgestions: i) Do foreign investors pursue positiv
feedback trading strategies? ii) What is the inpafcforeign flows on domestic stock returns? I th
contemporaneous price impact to be explained empiessure, by base-broadening or by informatiaimf?
Does foreigners’ trading contain superior inforrat(i.e., forecast value)?

On the first question, Brennan and Cao (1997) ugiragterly data; Stulz (1999), Bekaert et al. (9002
Kim and Wei (2002), and Dahlquist and Robertss@®42 using monthly data; Karolyi (2002) using weekl
data; Choe et al. (199%) Froot et al. (2001), Griffin et al. (2004), anccRards (2005) using daily data find
evidence of positive correlation between curreneif;m flows and lagged local equity returns whiclggests
that international investors are positive feedbé@ders. Grinblatt and Keloharju (2000) report s¢yo
evidence of momentum trading by foreigners in irdlial stocks (i.e. buying past winners and sellagt
losers). The finding of positive feedback trading foreigners seems to be a uniform result, with few
exceptions, irrespective of the frequency of datadu The main exception has been documented on ISE,
where foreigners pursue negative feedback tradiitly wespect to local returns at the monthly frequen
(ikizlerli and Ulkii, 2010¥*

The above results raise the question of why intemnal investors are positive feedback tradershis
respect, Brennan and Cao (1997) and Griffin e{2004) assert that the expectations of foreign stors
regarding the local market returns are more extatipe than local investors, because they areitdssmed.

In support of this argument, Kim and Wei (2002)fitmat foreign investors outside Korea are morelyiko
engage in positive feedback trading than foreigre$tors residing in Korea. The model of Brennan @ad
(1997) predicts foreign investors to use recenirnst as information signals, as they have an irdtional
disadvantage in emerging markets. An alternativplagation examined by Bohn and Tesar (1996) and
Bekaert et al. (2002) is that international investare “expected return chasers” entering the nmtkat have
high expected returns and fleeing from markets hlaat low expected returns. While Bohn and Tesa9q)L

do, Bekaert et al. (2002) do not find evidence xjieeted return chasing. Richards (2005) conclules t
positive feedback trading observed in his samplékisly to be due to behavioral factors or foreigne
extracting information from recent returns rathert portfolio rebalancing.

The second question addressed in this line oflibee focuses on the impact of flows on returng. Al
studies [for example, Clark and Berko (1997), Frebtal. (2001), Dahlquist and Robertsson (20043 an

33 Choe et al. (1999) also report, however, thatifmers did negative feedback trade at the dailgufemcy during the
Asian crisis, selling to local individual investosho were buying following positive returns.

% The case of negative feedback trading in ISE Hss been noted in some earlier papers (either Uighaldl or
published in local journals): Karatet al. (2004), Adaliaand Ornelas (2004) and Akar (2008).
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Richards (2005)] uniformly report that foreignengt buying raises stock prices, which ironicallyame that
net selling of an equal amount by domestic investaises stock prices. Reported estimates of the jpnpact

of net foreign flows equivalent to one per centafrket capitalization are: +13% in Mexico (Clarldd®erko,
1997; monthly data 1989-96), +10% in Sweden (Dabtqand Robertsson, 2004; monthly data, subsedaent
liberalization), +14.9% in TurkeyiKizlerli and Ulki, 2010; monthly data, 1997-2008)da+38% median for
six Asia-Pacific emerging markets (Richards, 200&iy data, 1999-2002. Then, an issue of particular
interest is whether the effect is temporary or @eremt. If the price increase is temporary, it meflect pure
price pressure. If it is permanent, it may be &eotion of risk sharing benefits of a stock marlkegralization,

i.e. base-broadening [Bekaert and Harvey (2000nryH€2000), Kim and Singal (1997) and Dahlquist and
Robertsson (2004)] or information revelation (Fraotd Ramodorai, 2001). The latter encompasses a
proposition that foreign net purchases incorpofatedamental prospects, making the effect of flows o
returns permanent. Focusing on 28 emerging masggetsemploying daily data, Froot et al. (2001) famhe
evidence of price pressure. As to studies emplogiogthly data, Clark and Berko (1997) and Dahlqarsd
Robertsson (2004) find no evidence of price pressutheir study, while Bekaert et al. (2002) regbat only

a very small portion of returns due to flow shoeaks reversed subsequently.

In analyzing these two questions, it is necessargansider to what extent the capital flows are
determined by global factors in order to adequadielscribe the relationship between foreign flowd krcal
returns. Models that fail to control for global usts are likely to overstate the price impact. Ghulet al.
(1998) document that US equity portfolio flows irtmerging markets are more sensitiveptsh (US or
global) thanpull (host country-specific) factors. Foreign investonight affect emerging markets responding
to a shock in broad markets by rebalancing thaiitggortfolios across markets (Kodres and Pritsk€02).
The model of Griffin et al. (2004) also incorpomateortfolio rebalancing effects which suggest tijabal
investors might increase their allocations to enmgrgnarkets following price increases in their homarkets.
Thus, net inflows may be partly explained by gloimarket returns. Richards (2005), focusing on sigifit
emerging markets using daily data, finds that ldggeturns in mature markets, in particular S&P58@
useful in explaining equity flows into emerging ets. He further suggests that th@aeshfactors have a
larger role than implied by previous work. Griffet al. (2004) also document similar evidence fareni
emerging markets, that is, lagged North Americanrns are useful in explaining the net inflows todg
emerging markets.

The third question analyzed is whether foreigneet’trading contains private or superior informatio
i.e. ability to forecast future returns. Foreigovik generally come from professionally manageditutenal

investors, who are likely to be informed traders. f@e other hand, based on previous evidence ¢teates

% In reporting price impact, several studies makeseful distinction between the expected and swprisnponents of
foreign flows. Most of the price impact comes frahe surprise component (Richards, 2005). On dagia drom
Thailand, Pavabutr and Yan (2007) show that theeetgqul component, which is associated with positeedback
trading, has insignificant price impact.
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location to informedness, models such as BrennahGamo (1997) and Griffin et al. (2004) assume that
foreigners have informational disadvantages congptvelomestic investors. Yet, it is also plausiioieéhink
that global institutional investors invest in infoation sources, thanks to their size, global expes, talent
and resources [e.g. Barron and Ni (2008) find tipairtfolio managers with larger portfolio size aagu
information about the foreign asset”]. They may énadvantages in analyzing push factors, which neay b
especially important at times when domestic maraegshighly influenced by global factors. Seash@i€9?2)
suggests that some foreigners have an informatitvardage. Bailey et al. (2007) provide evidencemfro
Thailand and Singapore that foreign investors hsweerior information processing ability. Grinblathd
Keloharju (2000) find that foreign investors in kind achieve superior performance, even after adgifor
momentum. Griffin et al. (2004) find that the oreehhead predictive ability of foreigners’ net phases is
mainly due to past flows signaling further fututews, and remain committed to their view that fgrei
investors do not posses an information advantaggngmonthly data from Sweden, Dahlquist and
Robertsson (2004) similarly conclude that “foreignare uninformed feedback traders” even though net
foreign flows are positively associated with futweturns. Richards (2005) finds that a substaptal of the
price impact of inflows is completed the day aftee inflow, and suggests that it would be diffictdt
economically exploit the apparent predictabilityngsthe information contained in foreigners’ traglinrhe
only paper to suggest significant forecast powdordign flows is Froot et al. (2001). However, ithfendings

are disputed by Richards (2005) due to problemthéninferred dates of trades. Perhaps, Dvorak’@3p0
conclusion that global investors posses expertisdalok local information can be considered asrdrmsis of
extant literature on this question.

A prominent feature of foreign flows is persistends implied above, most of the forecast ability of
foreign flows is accounted for by flow persisteniglast of the studies mentioned above report thaeteat net
flows are a strong predictor of future net flowegsalso Froot and Donohue, 2002, who show that the
persistence of foreign equity flows into emergingrkets is much more pronounced compared to thdee in
developed markets, and document cross-countrytejfadowever, these results are based on earlmplsa
periods dominated by post-liberalization effects] & needs to be seen whether the persistencangmnubust

over time or after controlling for global emerginmrket returns.

B. The Problem of Endogeneity between Contemporaneotldows and Returns

The typical solution to deal with the endogeneigyvieen net foreign flows and local returns in VAR
models (i.e. contemporaneous period identificatidbnimpulse response functions) has been to impose a
Cholesky ordering assumption whereby flows are rediebefore returns, that is flows are assumed to
contemporaneously affect returns but not vice veviast papers, especially those using daily datiowed
this assumption without questioning its validity@bt et al., 2001; Bekaert et al., 2002; Richaff)5) while
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some papers included a robustness check by theseegedering assumption (e.g. Dahlquist and Robamts
2004). The assumption that flows affect returns@mporaneously but returns can only affect futiow$ is
guestionable with daily data, and clearly unreialisith monthly data.

It is important to see that the contemporaneoustiiiifsation assumption is in close relation to the
assumptions in microstructure theory (see Hasbrol@f1, for a detailed discussion). Specificallassical
models of price formation assume that public infation arrivals are fully and instantaneously incogted
by only return innovations, excluding the possipilof accompanying flow (or trade) innovations. $hu
focusing on tick data, the contemporaneous reldiefiveen flows and returns is namaice impact and
returns’ lagged response to flows is associateld pritvate (asymmetric) information, notwithstandmgrket
frictions. An important issue, a frequent and systec violation of the assumptions behind classwatiels in
especially electronic order book systems withowtlels, is the possibility that flows (trades) majyually be
correlated with public information arrivalThat is, both flows and returns may contemporaslycue driven
by common factors such as public information atsiva generaland by global returns in our particular case
of foreign flows. Thus, standard microstructure giedhat name the contemporaneous association &etwe
returns and flows as price impact (e.g. includeentrflows in the return equation in a VAR systeimaturns
and flows) may be inaccurate, even under tick dataleast, the standard treatment incurs the rik o
incorrectly attributing part of the contemporaneaglation between flows and returns as price impdreas
in reality it reflects common factor influence. ®By@an apparent time-variation in price impact metyally be
caused by the time-varying intensity of public imfation.

Danielsson and Love (2006) present a detailed séon of the problems associated with the ordering
assumption that places flows before returns aner aif solution based on instrumental variables tablen
contemporaneous identification. Obviously, the pepbconnected to this approach is to find strond)\aadid
instruments, i.e. observed variables sufficientdyrelated with the endogenous variables but uniziee with
the residuals. In their foreign exchange examplmi€lsson and Love (2006) find that the laggedimsénts
are insignificant at frequencies lower than fivenates while in our case foreign investor flows data
frequencies higher than days are a rarity. Depasydehstock returns over days is known to be weahest,
and besides, any instrument would have to yieldbmetation over and abovevhat can be explained by
autoregressive lags. Concerning validity, an imegnt say for the first variable must be excludeminfrithe
equation for the second variable. Taken at facaeyahe exclusion restrictions from the Choleskgrapch
are replaced by exclusion restrictions on the umsénts. However, this makes it necessary to argatefor
instance a variable influencing returns in the Talrkstock market does not directly affect flowsthe very

same market. This seems questionable at best.

% While perfect information models exclude tradimgresponse to public information, there might benyngypes of
market frictions that prevent full instantaneouguatinent (see the discussion in Hasbrouck, 19%rninf to a dealer
system). In ISE, which operates under a contingaasion electronic order book system with irrevaiesiimit orders, it
is clear that such imperfections will be rule ratth@n exception.
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The allocation of the contemporaneous positivetigeiahip at low frequency between positive
feedback trading, contemporaneous and delayed jpmpact and latent common factors has important
implications for our understanding of the flow-netunteraction, as the bulk of the relationshipliserved at
the contemporaneous period. This issue has becomartaular challenge as flows data are typically
unavailable at higher frequency. Besides Warth€t395) classical simple suggestion, Sias et al0§R0
within the US institutional investor literature di@ath this issue by introducing a term structufeorrelations
between quarterly flow data and monthly return det@wever, this approach still cannot resolve teeislve
contemporaneous correlation at the higher of the fiequencies (i.e. in their paper the largestetation
appears for contemporaneous months, but this istlgxtne correlation which is to be explained!).eTh
approach cannot distinguish price impact from latemmmon factors, and by the same token, does not
consider any observed external factors; it justsuess covariances. Furthermore, it requires thecehaf a
number of differences (see Sias et al., 2006, @etY.D) to approximate an infinite recursion (nailiy, the
high-frequency period length should be chosen siahno lagged interaction takes place within th@&nsof
one period.). This would inevitably introduce catesable noise into the estimates, especially wherhigher
frequency covers intraday data. Besides, concesuel data it is obvious that, say, hours of diffietrading
days cannot be handled just as adjacent month§f@fest quarters.

Here, we propose a frontier methodology that itable for daily data and does not rely on exclusion
restrictions. Thereby, we follow Weber (2010), wiheveloped the class of so-callstiuctural conditional
correlation (SCC) models. To recapitulate, the fundamentablpra in estimating flow-return interaction
concerns simultaneity. While we can observe a itetarrelation of flow and return data, this canche to
three sources: flow-return spillover (price impagBturn-flow spillover (intraperiod feedback trad) or
latent common factors; the latter would be reflddtecorrelation of the structural innovations. &atly, by
conventional methods these three sources cannonigeely recovered from the single correlation with
assumptions. The usual solution applied in extéetature is to exclude the second spillover ang an
correlation produced by latent factor exposure. [Bkter also holds for the methodologies of Siaale2006)
andDanielsson and Love (2006).

However, it can be shown that structural VARs (SYARRcome uniquely identifiable in the presence
of time-varying second moments, i.e. heteroscedpstisee Sentana and Fiorentini (2001) in thistexin
Further discussion is provided by Rigobon (2003) Wreber (2010). The idea is that variation in ttnectural
variances provides additional identifying inforneettithrough rotation of the whole reduced-form caase

matrix. Concretely, assume a change in the variaica shock in a SVAR like (2) below. Through the

contemporaneous impacts (matfx below), the considered shock enters all model @apg Therefore, the

variance change is passed to the second momemianges and covariances) of all residuals in tlieiced

form. Thus, it leads to a shift of the whole redils#f@rm covariance matrix. Since such a shift inuezll form
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is measurable, it provides additional information the identification of the contemporaneous stmee(A).

Importantly, no instruments and no identifying paeder restrictions are required.

The fundamental shocks in classical SVARs are ueltaied. Furthermore, this assumption is made
for example by Sentana and Fiorentini (2001) ineortb achieve identification. As a matter of fact,
unrestricted covariances of the structural innavetiwould exhaust the additional information oladifrom
time-varying volatility. However, uncorrelatednest these innovations would priori exclude the third
potential source of flows-returns correlation, commariving forces of the variables. Accordingly,eotould
never be sure that potential exogenous variabl#seimodel equations completely cover the factthuemce.
Weber (2010) allows for latent common driving farcley introducing a constant conditional correlation
(CCC) specification for the structural disturbancEgre, time-varying covariances become assessable
restricting them to be governed by the conditiovaliance dynamics. The idea is that once the conhsta
correlation coefficient is taken into account, &hih volatility introduce no additional unknownwasiance
parameters. The method enables us to estimate lya dimhultaneous model for flow and return data.
Particularly, we can identify all relevant impadttting the data decide about the respective itrions to

the flow-return interaction. We discuss the methogical details below.

[ll.  Data and Methodology

To provide a comprehensive account of the intavadbetween foreigners’ trading and stock market
returns, we combine analyses using monthly ang dkita. The key data set consists of monthly arilg da
foreign flows. The monthly purchases and sale®udifin investors are reported by ISE who requirember
brokers to file monthly reports of trades executedbehalf of nonresident clients. These data $tam
January 1997 and our sample period ends in Septe2dd®. We normalize monthly net foreign flows by
dividing by contemporaneous market capitalizatishich ensures stationarity and comparability actoss
periods and to the results of other studies. Socmalization is also useful to figure out how imjamt the net
foreign demand is compared to the total supplyhairss. The daily data are derived from the ownprdhta
supplied by the CRAT on a daily bad(sThese data start from May 4, 2004 and our samg@ii®g ends on
October 7, 2010, providing a total of 1620 obseovest Both monthly and daily samples used in thigs are
the longest employed in this line of literature.

The local market is represented by the ISE-100xn@ike monthly local returns are inflation-adjusted
as annual inflation during our sample period rangpetveen 101.62% in January 1998 and 5.27% in

September 2009Ve represent global developed markets by the MS@ofe index, and global emerging

3" These data have been published between May 4, @0@4November 25, 2005 by the Clearing and CusRaiyk
(www.takasbank.com.tr).
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markets by the MSCI Emerging Market index; botHdoal currency terms, avoiding currency fluctuasion
clouding stock market returns. The reason for cimgosISCI Europe index instead of MSCI-World index o
US indices is that using daily data, trading hotffecences might blur the analysis, especially the
contemporaneous and first lag interaction. As tlatily return correlation between MSCI World and GAS
Europe indices is 0.944, this choice does not atistus from picking worldwide market information.
Moreover, ISE-100’s correlation is stronger with ®SEurope index than with other global developeadkat
proxies® All stock index returns are the first differenadsatural logs of index values. All variables eirtg

the VAR system, including normalized net flows, Hf, and unit root test results are availablefrauthors.

Use of MSCI Emerging Markets index requires spewdaé at the daily frequency given that it covers
a range of time zones across the world. In padicuLatin American components, which have high
correlations with ISE, contain global (developedjrket information that is not available at Istanblalsing
time. Using the same-dated index values would dause US market information from later Latin Amarnic
trading hours to appear like current emerging ntamkBrmation, thus lead to overstating the impatt
emerging markets on ISE at the expense of nextMi&¢| Europe index’s impact, and may even distort
contemporaneous flow-return estimations. Indeedult®e turned out to be sensitive to the inclusion o
exclusion of Latin American components of MSCI Egieg Markets index. To avoid this problem, we
created a time-zone-adjusted Emerging Markets ihgexsing values fromtr1l of Latin American components
and same-dated values of all other (Asia, Europedl East, Africa) components of the MSCI Emerging
Markets index, such that its value only reflectsbgllly available information as of Istanbul closimge. This
critical issue has not been mentioned in earligrepathat experimented with the MSCI Emerging Mexke
index.

Finally, for the sake of comparing our results aolier literature that predominantly focuses onafsi
markets, and for reaching generalized conclusiwesieplicate our key analyses on Korea (KSE) anddra
using precise data supplied by the respective stackanges. The daily and monthly data for Korderek
from January 1999 to September 2010, and thos€diaan from January 2001 to July 2008. Note thahén
daily analysis, due to time zone differences, we $&P500 indext{1) values to represent the world index as
in Richards (2005) and omit the emerging marketexnto ensure comparability to his results. Table 1

displays summary statistics for data employed ig gtudy, including those on Korea and Taiwan.

TABLE 1
Summary Statistics
Panel A: Monthly Data Panel B: Daily Data

3 Over the 1997-2010 sample period, the monthlyrnetorrelation of ISE-100 with the MSCI Europe indeas 0.572,
while it was 0.569 with the MSCI World index, 0.5&fth the S&P500 index and 0.550 with the FTSE-i@x.
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Net Foreign Flow  lLocal Return Net Foreign Flow Local R  eturn
n | Mean | StDev. | Mean | St.Dev. n Mean | St.Dev. | Mean | St.Dev.
Turkey |165| 0.000526 0.002794| -0.01325 0.14542|| 1620 | 0.000065 0.001366| 0.00081 0.01895
Korea |141] 0.000751 0.004299| 0.00853 0.08154|| 2925 | 3.71E-05 0.000414| 0.00040 0.01883
Taiwan | 91 | 0.001957 0.004319( 0.00655 0.07194|| 1872 | 9.46E-05 0.000465| 0.00028 0.01464

A. Daily Foreign Ownership Data

While quarterly and annual institutional ownerstigga have been extensively used in studies on US
institutional investors, use of this kind of dataforeign investors’ trading literature, especialythe daily
frequency, is not common. Research on foreigneastinng in European emerging markets is blockedtdue
the absence of high-frequency data on foreign fl@g derivation of a daily net foreign flow prokypm the
ownership data enables the first study of foreigngading in a sizeable European emerging markbere
foreign investors have a much more significant.rédle the current paper is, to our knowledge, thst fio
employ this data set from Turkey, we discuss hengespoints that deserve attention in using thete da

The variable we use asormalized marketwide net foreign flovis the first difference of the
percentage held by foreigners. We do not use dréogformation here, as the change in the perceritalgl
by foreigners multiplied by the total market capligectly a proxy for net foreign trading in doanormalized
by market cap. Or reversely, as shown by Bekaeat €2002, p.300-301), the percentage held byidosss is
the cumulative normalized net foreign flow.

CRAT reports both the total number of shares gidlomestic and foreign residents and the total
market value of these shares, along with percestagéculated thereof. We analyzed both versions: th
correlation between the two net foreign flow prexteased on number of shares and market value 88 .+0.
The former avoids potential biases to which the&efais vulnerable as the ownership ratio based arket
value of holdings may change not only by trading &ao by the relative price changes of stockss Tias
may potentially be systematic as foreigners arevknio typically hold large-cap stocks, and our dathcate
that they hold higher-priced stocks on averageti@nother hand, in this marketwide aggregated stildy
obviously the dollar value of trading that mattergerms of the impact on the market index. To guadir
choice, and also to perform an external check efabcuracy of the proxy we are using, we computed t
correlations between the monthly counterpart ofptuexy we derive from daily ownership data and dotual
monthly net foreign trading data supplied by ISBeTcorrelation is +0.845 when number of sharesédu
versus +0.830 when market value is used. Henceughout the paper we report results based on nuatber
shares, though results are almost identical in tsethions. It is worth mentioning that the corrielatbetween
our proxy and the actual trading data is satisfdgtbigh, compared to poorer proxies used in USiiational
investors literature that had much lower correlagiwith the actual trades.

One of the sources of deviations from actual trgdiata is the fact that ownership may change for

reasons other than trading. To inquire about tikshad detailed conversations with the officialshaf CRAT
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and were told that non-trading transfers do noticglfy take place between foreigners’ and domestic
residents’ accounts. The high correlation betweanpmoxy and the actual monthly net flows datahigst
owing to the fact that most non-trading transfetlset place among same-residence-status clients.thet,
quality of the data could be further improved if eéhanges due to anything other than trading cdugd
identified and adjusted for, which, however, is possible. In this direction, however, we took tbkowing
steps: first, there are two dates when these dette mevised by CRAT (with statistical justificat®axplicitly
explained) resulting in jumps in the percentagel Ihgl foreigners. We removed the related observatidhen,
we identified outliers? and analyzed them individually. For three obséowast the change in percentage
ownership was accompanied by an offsetting chamga oear date, giving a clear impression of a laige
swap or security borrowing, so we removed themr@leealso one day when the Clearing and Custoak Ba
did not report the data and started the next daly svjump: we removed this observation althoughced
not find an explanatioff. Finally, for the remaining outliers we checked #féect of removing them on the
correlation with the monthly actual trading datad alecided to remove the outlier observations wienan
improvement in the correlation is observed. Thiscpdure led us to remove six more outliers. Asdata

consists of 1620 observations, this concerns onkgdigible portion of it.

B. Methodology

Our analysis is based on VAR methodology, whichirpgs the dynamic relationship between flows
and returné’ We augment the bivariate-VAR model with the depelb and emerging global market returns
that are affected only by their own lags. The ativge of utilizing this specification instead of @gentional
VAR is that none of the lags of foreign flows inBSand local returns affect the world returns, but
contemporaneous values of them are affected bysti@ntaneous and lag values of world returns.

Specifically, the following SVAR specification isttmated:

A(L)Y, =& 1)

whereA(L) is ann x n matrix polynomial in the lag operator, = [E, EM, F, R, £ (t) is the 4x1 vector of
structural disturbance&, EM, Rare the log returns of the MSCI Europe index, M&@ierging Markets
index (adjusted for time-zone differences at théydaequency) and ISE-100 index, respectively, &nds
normalized net foreign purchases. The analysiseldopmed first at the monthly and then at the daily

frequency. The matrices in (1) are specified devd:

39 An outlier is defined to be a change in “markai beld by foreigners” which is greater than 0.7%lisolute value.

0 The correlations with the actual monthly data régm above are calculated after these adjustmbatsate justifiable
externally.

“1 Hasbrouck (1991) was the first to suggest thedctéon between returns and flows be modeled a8R system.
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E, A,L) 0 0 0 £,

t) = EMt A(L) = A21(L) Azz(l—) 0 0 t) = £2t 2
YO ¢ DAL AnL ALD ALDL #0)= £ ()
R[ A41(L) A42(L) A43(L) A44(L) £4t

where the assumptions are the{tt ) is uncorrelated with pag{t —p) for p>0, and the coefficient matrix of

L?, A, is non-singular. The block exogeneity is représeiy zero entries iA(L), and implies thaE andEM
are exogenous to local variabsndR both contemporaneously and at 1&GEhis set of restrictions reflect a
plausible hypothesis that conditions in developekats as well as the general appetite towards ginger
markets as a whole affect the domestic emergingkstoarkets, however domestic market variables are
unlikely to affect world indice$® Omission of this plausible restriction might résil inaccurate impulse
response coefficients and variance decompositidagr papers employing VAR methodology in this lioie
literature (Griffin et al., 2004; Richards, 200%h@oy similar restrictions only contemporaneousiyehable
identification of contemporaneous impulse respoosefficients. We performed a sensitivity analysis b
comparing the results with and without restrictiars lagged VAR coefficients. Main conclusions ofr ou
analysis are robust under both specifications. Hewewe have noted some small differences wherkby t
impact of flows on local returns at some lags osraia their relation to global market indices. i&hhe
discovery of lagged responses of global indicetotal variables in ISE is interesting itself, weave it
elsewhere. The key insight is that, without thetrireifons on lag coefficients described above, itspu
responses may incorporate a spurious transmisfiert hereby a lead by local variables over gldhdices
may appear like a direct causal relationship betwseo local variables, which might entail misleaglin
inferences, in particular an overstatement of ldggece impact and the extent of positive feedbimalling
with respect to local returns.

We chose the lag order based on eliminating rekiducorrelation, thus we preferred a rich lag
structure®® This led us to a lag order of 5 in daily analysiich is also the suggestion of AIC, and 4 in
monthly analysis. Impulse response functions (I&#€)derived based on the structural factorizatiodedined
in Equation (2), which impliek to be ordered first, followed bgM, and then the block of local variables.
Note that by orderingEM afterE, we are measuring the incremental contributioglobal emerging markets
index over and above the global developed marldgxnThe system is estimated via Maximum Likelihood
For inference, we compute bootstrapped error béordsnpulse responses using the percentile methiadi, (
1992).

*2 Note that the above specification allowo affectEM, but not vice versa.

**This hypothesis would hold true except for contagiemerging market crises like Mexico-94, Thail&Tder Russia-
98; and no such crises have taken place in Turkepng our sample period.

*4 By doing so, we avoid imposing doubtful restriotoat the expense of losing some degrees of freeHepecially at
the daily frequency where our sample size is vargd, this is not an issue at all. This helps usouer borderline
significant individual responses at some lags.
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A central issue in the literature has been the rorgebetween flows and returns in Cholesky
factorization to enable contemporaneous identificatWhile the common treatment in the literatuas been
to place flows first, as discussed in Section 2®ve, the assumption underlying this choice may not
necessarily be justified for data at frequenciegelothan tick data. Here, we first follow the ciaaktreatment
in the literature by restricting the contemporareeaesponse df to R to zero. Then, we introduce the SCC

methodology as a new solution for this problem, emtrast the implications of both approaches.

C. Structural Conditional Correlation

Herein we discuss methodological details of thecstral CCC (SCCC) model. As explained in
section 2.B, time-variation in volatility is expted for identification. Sinc& andEM are factors exogenous to
the domestic variables, it is sufficient to consitie F andR equations in this respect, i.e., we deal with @tw
equations systemn(= 2) that includes contemporaneous and laggethd EM as regressors. The task is to
disentangle the sources of the (sizeable) par@fcbntemporaneous correlation betwEeand R, which is
left unexplained by the observed factors.

Introducing the heteroscedastic specification, tkertlee conditional variances of the elements in an
innovation vectorg; by
Var(e | 1,4) = h} j=1,...n, (3)
where |,_, stands for the whole set of available informatriimet—1. The vectorH, = (hﬁ hﬁt)
stacks the varianceghe volatility dynamics are modelled by a set mifvariate GARCH(1,1) processes. For
j =1,...,n we write
ht =(1-g;-d))c; +g;hi_, +d;ef (4)
where C; denotes the unconditional variance agg and dj are the GARCH and ARCH coefficients,
respectively. The structural covariances can bevered by the constant conditional correlation agxion as
Cov(e; € | 114) = hy =pjhehy %], %)
where p; denotes the correlation between itk and j th innovation. This correlation can be thought sf a
arising from exposure of variablésand j to unobserved common factors.
Let P designate the correlation matrix &f, holding ones on the main diagonal and ffjeas its off-

diagonal elements. Then, the conditional covariana#rix Q, of the structural innovations results as

Q, = diag{H }"*Pdiag{H }"*. (6)
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Accounting for the discussion in Bollerslev (1920)d given positive variances from the GARCH proegsss

Q, is assured to be positive definite. This propedyries over to the conditional covariance matfixhe

reduced-form residualsy, 1et

%= AQUAY (7)
due to its quadratic form. Cross-correlations,easasented by non-zero off-diagonal elements, daa both

from spillovers according to the coefficients i%'l or from structural covarianceleﬁt (the off-diagonal
entries in Q,). In this context, note as well that the constemtrelation restriction only applies to the
structural innovations; the realised variablgg may well feature time-varying correlation depemdon the

variance developments and the spilloversijn Furthermore, Weber (2010) created a model verfsiaturing

dynamic structural correlation. We tested for timeeiation in P using the procedure proposed in Engle and
Sheppard (2001). However, we found no evidencenagaionstancy of structural conditional correlagion
what supports the SCCC framework employed in tHeviing.

The SCCC model is estimated by Quasi Maximum Litadd (QML) applying conditional normal

densities for thee ;. Numerical likelihood optimisation is performeding the BHHH algorithm (Berndt et

al., 1974). In order to avoid relying on numeriséndard errors we conduct relevant parameter bysts
likelihood ratio (LR). All model equations (2), (4p) are estimated simultaneously in one stepjnauding

the VAR. Weber (2010) discusses identifiabilitytbé SCCC model. In particular, linear independesfatie
conditional variances is required. Logically, idéoation through SCCC relies on sufficient timeriedion in

the variance of at least one of the innovationspdrticular, ARCH effects must be present. Whilis tis
trivially fulfilled in daily financial data, it iswell known that ARCH weakens when the data frequeac
lowered. Indeed, in our monthly time series no ARG be detected. Therefore, using SCCC we focus on

the daily data.

IV. VAR Results

We present results by studying IRFs. IRFs trackdyeamic response of a variable to a shock in
another variable until the effect of the shock diesin. Hence, they provide a tool to distinguismperary

and permanent effects, to simultaneously analynéeagporaneod3and lagged responses, and to quantify the

> Concerning contemporaneous effects, they reftecfactorization imposed. However, SCC, which wk resort to in
the next section, can avoid the ordering assump@sdiscussed above.
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cumulative effect. By portraying the trajectory thie lagged responses, they also enable measurahent
economic significance of forecast ability.

In IRF graphs to follow, we track the response tma-standard deviation shock (the solid line & th
middle). Thus, we focus on the effect of the swiKiunexpected) component of the variables in yates.
Bootstrapped 90% confidence bands are also provildatlp a visual inspection of the significancetiué
results (dashed red lines around the solid limyoughout the text below, we will use the variabsmes in
abbreviated form as defined above. We first presaorithly and then daily results. When we are compar

two IRFs in the same graph or focusing on measymiog impact, we depict cumulative IRFs.

A. Results at the Monthly Frequency

The first (upper-left) IRF in Figure 1 suggestdrargly positive contemporaneous responskg (fiet
foreign flows in ISE) tdE (global developed market returns). The laggedaesps are positive and borderline
significant in some of the subsequent months. Téspanse tEM (global emerging market returns) is
similarly significantly positive, though with a sitea magnitude contemporaneously, but strongeagsd,leven
significant up to # month. Thus, global emerging market returns aréngortant determinant of foreign
flows into ISE, significant even after controllifigr global developed market returns. This is a fieding,
suggesting that portfolio rebalancing followinggarichanges in source markets may not be the oahabl
driver of foreign flows into emerging markets. Add#ional factor, either portfolio rebalancing angon
emerging markets or an information factor correlaté¢th emerging market returns, must exist.

In unreported results without controlling f&M, we find that the lagged responsed-d itself are
significantly positive, implying strong persisteneehich might be considered as an indication ofllmgy as
the alternative explanation, marketwide order spiitacross months, is to be ruled out here. Howewace
sufficient lags of global emerging market returms eontrolled for, its magnitude and significangsibly
diminish, as seen in Figure 1 below (third graphitha upper row). Thus, lagged global emerging ntarke
returns account for a large portion of persistanaeet foreign flows.

A key finding, already documented kizlerli and Ulkii (2010) is the negative feedbaciding with
respect to local market returns at the monthly feegy. Here, we show that this finding is robust to
controlling for global emerging market returns (ttwairth graph in the upper row). The negative lagge
response of net foreign flows to local returnshet mmonthly frequency would be consistent with pudicf
rebalancing whereby international investors redtiesr holdings gradually over time after a partioul
emerging market has overperformed to bring theirtfpldo weights back to previous levels. Note that
although the lagged response of net foreign flowsglbbal returns is significantly positive, the atge
response to local returns rules out two alternatigenaive, mechanic positive feedback tradingegfyaand

sentiment trading.
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IRFs in the lower row suggest that ISE returns slBome borderline-significant lagged response to

global emerging market returns and net foreign $lownplying some forecastability. In particular,.eth
cumulative lagged response®fo EM is noteworthy.

FIGURE 1

Monthly Impulse Reponses of andR

The upper row shows impulse responses (IR) of aretidn flows F) to a 1-standard deviation shock in MSCI-Europe
index returns ), MSCI Emerging Markets index returngN)), itself, and ISE-100 index returnB)( respectively. The
lower row shows impulse responses of ISE-100 ret@®@nto a 1-standard deviation shock in MSCI-Europieinreturns
(E), MSCI Emerging Markets index returrisN]), net foreign flows ) and itself, respectively. Each graph is described
by a notation on its top where the letter before dirow stands for the impulse (shock) variable twedletter after the
arrow represents the response variable. The snédn the middle represents IR coefficients areldashed lines around

it represent bootstrapped 90% confidence band.iXshows the months. 0 is the contemporaneous month
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Forecast error variance decompositions based osatine specification are presented in Table 2 below
to assess the relative role played by variablesimVAR system in explaining foreign flows and lboaturns.
Global emerging market returns have a significaqtianatory power in determining net foreign flovsat

operates with lags of several months. It is aldeworthy that a significant portion of the varianeé (unlike
that inR) is accounted for by lagged variables in the syste

TABLE 2

Variance Decompositions for the Monthly Frequency
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Proportions of forecast error in Faccounted for by: Proportions of forecast error in R accounted for by:

forecast horizon E EM F R forecast horizon E EM F R
1 0.12 0.06 0.82 0.00 1 0.35 0.07 0.03 0.55
2 0.11 0.08 0.74 0.07 2 0.34 0.07 0.04 0.55
3 0.11 0.08 0.74 0.07 3 0.34 0.07 0.04 0.55
4 0.11 0.09 0.73 0.07 4 0.34 0.08 0.04 0.55
5 0.13 0.12 0.68 0.08 5 0.33 0.09 0.04 0.54
6 0.13 0.12 0.68 0.08 6 0.33 0.09 0.04 0.53
7 0.13 0.12 0.68 0.08 7 0.33 0.10 0.04 0.53
8 0.13 0.12 0.68 0.08 8 0.33 0.10 0.04 0.53
9 0.13 0.12 0.68 0.08 9 0.33 0.10 0.04 0.53
10 0.13 0.12 0.68 0.08 10 0.33 0.10 0.04 0.53

Next, we provide additional break-downs using dunvasjables to partition the data. Specifically, by
employing dummy variables, we estimate differenefficients for a particular right-hand-side variabl
(including all lags) depending on its current sigmFigure 2, we compare the cumulative impuls@oeses
of net foreign flows to local return shocks whetures are negative or positi¥&There is a pronounced
asymmetry: negative feedback trading appears atiwiing positive local returns. This rules out aehanic
portfolio rebalancing strategy and especially seatit trading. In Figure 3, we compare the cumutativ
impulse responses to positive and negative neigioftows. Panel A shows that net flows are monesigéent
at long lags following net inflows, whereas they anore volatile (persistent at lag 1, but reveesger)
following net outflows. In unreported results, weaafind that both net inflows, but in particulaatroutflows,
exhibit contrarian market timing with respect te@dbreturns. Panel B shows that ISE returns exniate
lagged response t© when foreign capital flows out whereas the priopact in case of net inflows is mainly
contemporaneous and partly reversed later. Thesdtgegogether may be indicative of an ingeniousrig
strategy whereby foreigners build up long positiamoothly over time, and take advantage of bullish
sentiment among domestic investors, after inititling it, to exit the market well ahead of bathés,
successfully avoiding a contemporaneous price itddéks we shall see below, daily results also supghist

interpretation.

FIGURE 2
Asymmetry in Feedback Trading

The solid-blue (dashed-red) line shows cumulatimplilse responses of net flows to a 1% return skdekn returns are
positive (negative). 0 is the contemporaneous gderio

“ As the standard deviation in cases of positiversghtive values of the variables might differasymmetry checks we
track impulse responses to a 1-unit rather thataiddard deviation shock for better comparability.

" An alternative interpretation based on the reta@asiness of implementing portfolio rebalancirpfang a rise in the
local market (in the form of profit taking) wouleénbe consistent with the lagged price impact ¢fouwgflows.
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FIGURE 3
Asymmetry with respect to Net Inflows versus Net Otilows

In Panel A, the solid-blue (dashed-red) line showsulative impulse responses of net flows to a oattflow shock
when it is inflow (outflow). In Panel B, the solldue (dashed-red) line shows cumulative impuls@arses of local
returns (in per cent) to a unit net flow shock wites inflow (outflow). 1-unit net flow is 1 % aiarket capitalization. 0
is the contemporaneous period.
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To assess whether the above results are specificEiropean emerging market with a large external

deficit or can be generalized, we compare our tedwy replicating the same specification on Kored a

Taiwan. Results available from the authors suggeat in both Korea and TaiwaRk is a significant

determinant of F both contemporaneously and at the first lag, whid&l

is significant only

contemporaneousi. The persistence in net foreign flows is much sjeonin Korea, while it is similar to

Turkey in Taiwan. Net flows respond to local retsignificantly negatively at the first and secandnth

lags in both Korea and Taiwan, as in Turkey. Thiggests quite uniform behavior of foreign invest@esoss

8 Results are robust when we repl&eith S&P500 index or MSCI World index.
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geographies and qualifies results of some prevétudies that report positive feedback trading atrttonthly
frequency’”® However, the asymmetry (i.e., negative feedbaeklimg following bullish but not bearish
months) is most visible in Turkey, quite moderatd aiwan and absent in Korea. This may be condistih
an argument that large external deficits might nfakeign investors more alert at good times andtsto

finance at bad times.

B. Results at the Daily Frequency

In this section, we present tfiest daily results on foreigners’ trading in aesible European emerging
market in the literature. The first (upper-leftiagh in Figure 4 shows that net foreign flows in ISghibit
significantly positive contemporaneous and laggesponses t& (global developed market returns). Net
foreign flows have a significantly positive contesngneous association wittM (global emerging market
returns), however the lagged response<€hb are insignificant (the second graph)Thus, we obtain a
different picture at the daily frequency where #féect of E is much stronger as opposed to the monthly
frequency wherdEM took a stronger and prolonged role. A viable iotetation is that developed market
returns induce immediate rebalancing whereas thmged lagged responses to global emerging markets
index operates via a different channel such asdomgrm trends. Foreign flows may be instantangousl
responding to globally relevant information suchlUss data or US-European market events, which ame mo
visible, and reacting to emerging markets relatédrmation, which is less visible and more scatemnly

when they lead to medium-term trends.

FIGURE 4

Daily Impulse Responses of Net Foreign Flows and tal Returns

The upper row shows impulse responses (IR) of eretidn flows F) to a 1-standard deviation shock in MSCI-Europe
index returnsE), MSCI Emerging Markets index returnsN)), itself, and ISE-100 index returnR)( respectively. The
lower row shows impulse responses of ISE-100 rst@nto a 1-standard deviation shock in MSCI-Europeinreturns
(E), MSCI Emerging Markets index returrsN]), net foreign flows ) and itself, respectively. Each graph is described
by a notation on its top where the letter before dhrow stands for the impulse (shock) variable twedletter after the
arrow represents the response variable. The snédn the middle represents IR coefficients areldashed lines around

it represent bootstrapped 90% confidence band.iXshows the days. 0 is the contemporaneous day.

9 Those earlier results may be due to failure tgerty control for global developed and emerging kaaireturns, and
short samples covering post-liberalization periaith partial restrictions on foreigners’ trading.

0 When interpreting the daily results, one shoulthliethat we are employing here a time-zone-adfustsion of the
MSCI Emerging Markets index. The results with thigioal MSCI Emerging Markets index were misleadinghat the
responses of both andR to EM were significant at the first lag, which justifidse efficacy of our time-zone-adjusted
version.
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One of the key contributions of this paper is tonbcmne monthly and daily analysis to illuminate the
issue of feedback trading by foreigners. The figdih negative feedback trading at the monthly fesgy is
neither consistent with previous results reportethe literature nor easy to explain in the lightawailable
theories other than the rebalancing theory of HaliRey (2004). The last graph in the upper rowigtife 4
shows that net foreign flows exhibit a significgngositive lagged response to local returns atdhity
frequency, in sharp contrast to monthly frequerdgnce, foreigners’ feedback trading does not follw
mechanic trading rule. Our daily results are netsistent with an automatic rebalancing mechanisraraly
international investors respond by immediately cidg their holdings when a particular emerging raark
overperforms, either. Rather, they may be respagnttinocal information instantaneously within dayisen it
arrives, then shifting to contrarian strategy afier pricing-in of new information is completedlocal traders
overreact to it.

A comparison of lagged responsesFondR to each other raises strong doubt on the validitthe
standard ordering assumption in the literaturdatmonthly frequency, as net foreign flows’ laggesponse
to local returns is much more pronounced compavréacil returns’ lagged response to net foreigw$loThe
variance decompositions presented later showRlsdagged effect in the forecast error varianc& of about
seven times bigger thafis lagged effect in the forecast error varianc®ah the next section, we will further
guestion the validity of the same assumption imiifigng the contemporaneous day association betwee
flows and returns, employing novel methodology.
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The first two graphs in the second row of Figurehtw that ISE-100 index returnR)(exhibit a
significant contemporaneous response to BoimdEM. The response @ at the first lag is also significantly
positive, though of a much smaller magnitude comgdo the contemporaneous response, and is revatrsed
the third lag. All other lagged responses are imifiigant. This indicates that global market infotioa is quite
quickly incorporated in stock prices in ISE. Thentmmporaneous price impact of net foreign flows (as
interpreted under the standard assumption thatsfloause returns) is significantly positive, andtfiand
second lags are also positive at borderline legEksignificance, which implies a modest degreeare€ast
ability contained in surprise foreign flows. As theare no negative lagged responses, our resigts the
price pressure hypothesis, but are consistentinfithmation and/or base-broadening. This insiglgribanced
in the light of monthly results where we had repdmo reversal, either. The respons® ob a shock in itself
shows that domestic information is priced-in insaaeously and precisely within one day.

We can compare these results to those on Kored aimehn (available from authors). A first note is
about common factor influence: Richards’ (2005ultssare based on overnight US returns being the so
control variable. However, it is well known thabbghl information is incorporated via US index f@sithat
are traded on an almost-24-hour basis, hence dtamous global return variable is missing in Ridsa
specification. For this reason, we include samergaiyrns of Nikkei-225 index of Japan into the sieation
which are highly correlated with US index futuresridg Asian trading hours. Japanese returns ehter t
system significantly, alter other coefficients aimparticular, reduce the price impact estimate$oeign
flows, making a typical example of omitted commantbr influence. In both Korea and Taiwan, we obser
higher degree of persistence in net foreign floas,compared to Turkey. In Korea, there is signifilya
positive feedback trading at the first lag, whialggests that Richards’s (2005) finding of insigrdfit
negative feedback might be due to the short sanifideiever, positive feedback trading is relativehyod-
lived. In Taiwan, positive feedback trading is $igant and persists through the third day. Thus,
notwithstanding small differences, positive feedbtarading at the daily frequency appears to be iform
result. One can also note that the borderline fogmt forecast power containedknat the first and third lags
in Turkey is absent in Korea and confined to thst fiag in Taiwan. All other results are qualitativ similar
to those on Turkey.

Next, we enquire potential asymmetries at the daiguency by comparing cumulative impulse
responses to a 1-unit shock. Figure 5 shows thitiyp® feedback trading is particularly significdotiowing
negative local returns, which is consistent witiuack defensive reaction to bad news, and a lax skaction
to good news! It is also consistent with the well-known contrastween institutional and individual investor
behavior: institutionals are more likely to cut des following bad news while individuals suffer rfro
disposition effect (O’Connel and Teo, 2009). Pahelf Figure 6 shows that flows exhibit strong pstence

®L This finding is in line withikizlerli and Ulkii (2011) who document, using mogtldata, that foreign investors in
Turkey exhibit an immediate response to polititcshk downgrades but a slow modest response to galliisk upgrades.
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following only net buys. Thus, the asymmetry of fletvs to positive and negative local returns cdnp®
explained by an asymmetry between buying and geliersistence (i.e., different strategies emploiyed
executing large buy and sell orders, or differeménsity of herding when buying versus selling)thRa in

presence of persistence asymmetry, the feedbatikgrasymmetry becomes more pronounced.

FIGURE 5
Asymmetry in Feedback Trading

The solid-blue (dashed-red) line shows cumulatimplilse responses of net flows to a 1% return skdekn returns are
positive (negative). 0 is the contemporaneous day.
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FIGURE 6
Asymmetry in Responses to Net Inflows versus Net @lows

In Panel A, the solid-blue (dashed-red) line showsulative impulse responses of net flows to a flow in case of net
inflows (net outflows). In Panel B, the solid-bl(sashed-red) line shows cumulative impulse respoo$éocal returns
(in per cent) to a unit flow shock in case of mélaws (net outflows). 1-unit net flow is 1 % of nkat capitalization. O is

the contemporaneous period.
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Panel B of Figure 6 shows that the contemporangoige impact (again as interpreted under the
standard assumption) is stronger in case of netdgorselling, although it should be easier to syfipuidity
to a seller than to a buyer in a non-dealer maskedre short selling is practically absent. Thialso true at
the first lag. From the second lag, lagged pricpaiod of buys continues and that of sells partlyp@nticular,
the follow-through at the first lag) reverses. Thebservations, in relation to net flow persistefadwing
only net buys, are consistent with immediate reacto bad news but slow build-up of confidence ugoad
news. Recall that at the monthly frequency, we tboegligible contemporaneous price impact of netigm
selling whereas at the daily frequency we see eihg has even stronger contemporaneous price dmpa
These break-downs are quite illuminating in thaytllead us to a comprehensive description of fareig
investors’ trading behavior: Foreigners are propadl heterogeneous group, who employ sophisticated
medium-term timing strategies to minimize price auop by picking extreme bullish sentiment among
domestic investors to exit, while also reactindo&ml news immediately. Thus, it would be fair tougrghat
their trading reflects (a sophisticated use of laée) information.

Variance decomposition results at the daily freqyeshow some contrast to those at the monthly
frequency in thaEM has a very small incremental role in explainingfoeeign flows at the daily frequency.
As all of this role come at the contemporaneousopdemwe interpret this as absence of rebalancinty wi
respect to global emerging markets, consistent with aforementioned interpretation that foreignwigd
response t&M operates via a different channel. Half of the oese toE comes at lags. Note that the forecast
error variance of andR accounted for by each other reported here reltherstandard ordering assumption
that only flows can cause returns contemporanepusig will be compared to those results when this

assumption is relaxed in the next section.

TABLE 3

Variance Decompositions for the Daily Frequency

Proportions of forecast error in F accounted for by: Proportions of forecast error in R accounted for by:

forecast horizon E EM F R forecast horizon E EM F R
1 0.05 0.01 0.94 0.00 1 0.40 0.07 0.04 0.50
2 0.09 0.01 0.89 0.01 2 0.40 0.06 0.04 0.50
3 0.09 0.01 0.88 0.01 3 0.40 0.06 0.04 0.50
4 0.09 0.01 0.88 0.01 4 0.40 0.06 0.04 0.50
5 0.10 0.01 0.88 0.01 5 0.40 0.06 0.04 0.50
6 0.10 0.01 0.87 0.01 6 0.40 0.06 0.04 0.50
7 0.10 0.01 0.87 0.01 7 0.40 0.06 0.04 0.50
8 0.10 0.01 0.87 0.01 8 0.40 0.06 0.04 0.50
9 0.10 0.01 0.87 0.01 9 0.40 0.06 0.04 0.50
10 0.10 0.01 0.87 0.01 10 0.40 0.06 0.04 0.50
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V. Daily Results Identified by SCC

A. Estimation Results

As noted above, we estimate the structural VAR uotite SCCC specification by QML. The focus is

on the simultaneous part, i.e. the spillovers betw#ow and return inA, and the correlatiorp of the
according shocksgy and €,,. We explore by LR tests which coefficients matfier the simultaneous

structure. The null hypothesid, :p =0 leads to a LR statistic of 0.03. This is clearigignificant, the 10%

critical value being 2.71. Evidently, the considkexogenous variables are sufficient to cover traroon

factor influence. The contemporaneous spillovemfriiows to returng\,,; = 0.7162 is only borderline-

significant with a LR value of 2.735.Notably, this value is far smaller than that ie #tandard Cholesky

model*® The second spillover from returns to flows,;, = 0.0188 is highly significant (LR=9.202). This

suggests that a larger portion of the contemporaessociation between foreign flows and localrnstis
due to returns affecting flows rather than vicesaer

As the application of the SCC methodology to this bf literature is new, it may be useful to pawi
a mapping between the concepts of standard modelsoar results using the SCC approach. As noted
previously, under the infeasibility of contemporane identification and negligence of common facttine
standard models decompose flow-return interactibe three effects: (i) price impact (the in-tickk@@ense
contemporaneous association between flows andnsetwhich is assumed to be caused by flows thus
attributed to either private information if it i®fnanent, or to price pressure if it is reversdzbequently), (ii)
intraday lagged price impact (which would be atttéal to asymmetric information), and (iii) intradagsitive
feedback trading. The output of our approach de¢smap one-to-one. For example, (i) may in redgydue
to (i.a) latent common factor influence (i.e. puahinformation arrivals) to the extent that pricacton to
public information arrivals is accompanied by tragfi* and (i.b) price impact. It should also be noteat th
SCC methodology does not impose a time order witlencontemporaneous period, rather it operatesdbas
on identifying contemporaneous regression coefiisie Our approach decomposes the contemporaneous
interaction between flows and returns into four poments: 1) common observed factor influence (thgarct

of global indices), 2) common latent factor infleer(domestic public information), 3) flow's impaat return

*2 Recall thatA, stand left hand side, so that positive spillovease a negative sign in the estimated equationekiew
we report them the way they should be interpreteddader’s convenience.
*3 Danielsson and Love (2006) argue that in theie qaice impactncreaseswvhenpositivefeedback trading is allowed

for. However, note that both spillovel 43 and Ag 3, simultaneously explain the given flow-return ctatien. When
the feedback trading rises from zero (i.e., no liee# trading) to some positive value, there remaif@wver share of the
correlation to be explained by the price impacterBfore, the price impact shouddcreaseas it does in our estimations.

> In ISE, electronic order book system with irrevieles limit orders and absence of specialists maiesic information
arrivals for sure accompanied by trading.
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(as all common drivers are controlled for in (18 4R), this can be regarded either private inforomabr price
pressure if it is reversed on subsequent days)etdjn’s impact on flow (after controlling for albmmon
drivers and logically excluding the possibility iturns affecting same-moment flows, this can lganded
feedback trading, although SCC results are notdbasea time order within the day). The SCCC speaiion

captures (1) by explicitly controlling for known monon driversE andEM, (2) via the correlatiorp of the
according shocksg, and €y , (3) and (4) via the identified contemporaneousffoa@ents ofF andRin R and

F equations, respectively.

Thus, our SCCC results lead to the following intetgtion: The correlation between, and€, in a

standard bivariate VAR, which does neither conthim global indice€€ andEM nor any contemporaneous
effects, is 0.35, and falls to 0.26 once globallijpuinformation € and EM) are controlled for. Hence, a
significant portion of the contemporaneous assiotidtetween domestic returns and net foreign flsadue

to global indices. While one may expect it to beerevhigher as ISE returns are very strongly
contemporaneously related to global indices andain meterminant of foreign flows is known to be lgdb
markets, it should be recalled from Figure 4 thaterof the response of net flowsEocomes at lags, while
R’s response t& is almost completed at the contemporaneous péefiad.is consistent with a heterogeneous
speed of adjustment by foreign investors to globatket information or gradual rebalancing ovemaetispan

of several days. The remaining 26% are to be fudeeomposed by SCC. Asturned out to be insignificant,
we conclude that domestic public information hételrole in leading to simultaneous flows and laegurns.
This can be interpreted as either domestic (cotspgacific) public information being not so importas a
common driver of ISE returns and foreign flows,foreign investors responding to it either aheadvith
some lag® In particular, if foreigners are heterogeneouseirms of access to private information, among
short-term traders contemporaneous positive regptmgpublic news may be offset by contrarian trgdin
(profit taking) by privately informed foreignershile long-term foreign investors’ response cometh \Wags.
Sophisticated institutional traders might be hesita trade right upon public information arrivagher to
avoid unfavorable price impact or because they nixmé to assess the implications of news within

institutional decision making bodies.

Results on coefficientd,,, and A,,, suggest that the interaction between domestic netand

foreign flows is bilateral, even the effect of lbcaeturns on foreign flows is stronger rather théce versa.

%5 Our direct observations in the market are pamlysistent with both arguments. For example, intyauizhavior of ISE
indices and market participants show much more stotesponse to domestic macroeconomic data comparedb
macroeconomic data. Moreover, variance decompasitiat the daily frequency show that the lagged wdl€ in
explaining F is about four times larger than the lagged roleRpfso a smaller contemporaneous role of domestic
information is no surprise taking into consideratfmtential delays in foreigners’ response to ddimésformation. Our
observations also suggest that lagged reactiodsrtestic public information are common.
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Three factors may contribute towards a significaffect of local returns on foreign flowS:(i) intraday
positive feedback trading whereby foreigners irifdormation from intraday price changes or techhica
trading funds condition their trades on intradaigesignals; (ii) local returns adjusting to nevioimation
quickly and precisely whereby foreigners as a graligplay partial and gradual adjustment to new
information; (iii) a front running story whereby dal returns adjust faster and more precisely to the
information contained in foreign order flows forgiforeigners to split ordefé.For a better understanding of
(i) and (iii) it is important to note that theseeomanisms would create noiseAnSpecifically, trades adjusting
with a lag, or limit orders filled on a later delapon a reverse price move would create noide amid the
contemporaneously reacting flows. Thereby, “noisaised in the sense of effects orthogonal to thead--
R connection. Other sources of such effects incliggadity-motivated trading or deviations of the aseired
from the trueF series (see Section Ill.A). It is well known tisaich noise is rather neutral when it concerns a
dependent variable, since it can simply enter #®dual. However, when an explaining variable dosta
noise, its explanatory power is adversely affedydthe presence of components unconnected to the
dependent variable. In our simultaneous equati@tesy this implies that the causality might tendb®
allocated away from the effect Bfon R towards the reverse effect. This would be the gds#nR responds
precisely the information contained in a noiskerdistracted by other influences unrelated to &
connection.

As SCC results alter impulse response functiondctlwhvere previously based on an inaccurate

Cholesky ordering assumption, we repeat the impealsponse analysis in the correctly identified ni¢geis

restricted to zero to improve estimation efficiencifigure 7 compare§ and R's cumulative impulse
responses to each other under the SCCC model ¢defth and under the standard Cholesky assumgdion

the right). Most obvious is the shift frommposedorice impact to feedback trading.

FIGURE 7

Comparison of Flow-Return Interaction under the Standard Assumption versus under SCCC

IR’s on the left are based on SCCC results ancetbaoghe right are based on the standard assuntpadonly flows can
cause returns contemporaneously. The upper rowssh®B-100 index returns’ cumulative IR to a 1-stadddeviation
shock in net foreign flows. The lower row shows feeeign flows’ cumulative IR to a 1-standard deia shock in ISE-
100 index returns.

% Danielsson and Love (2006) mention a fourth pakitsibwhich is more relevant for the foreign exciue markets they
study: stop-loss orders. With stop-loss orderss itlear that causality runs from returns to floddawever, stop-loss
orders are not very common in ISE, and foreign $twes are generally long-term investors who maks lese of stop-
loss orders.

*" Several mechanisms may lead to this: leakagefofriation on large foreign orders, leakage of infation during
foreign investors institutional decision proceds tigh level of transparency in ISE enabling iténa traders infer
information from trades of brokers associated wattge foreign clientele so that when foreign tradstart executing a
large order they could buy or sell the largestiparbf the order only after driving the price bignificant magnitude
and quite frequently have to postpone executigueof of the order.
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Finally, the variance decompositions based on tB€G model are reported in Table 4 below. It is
striking that the proportion of local returns acctad for by net foreign flows is negligible once tGholesky

assumption is relaxed.

TABLE 4

Daily Variance Decompositions under the SCCC Assuntipn
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Proportions of forecast error in F accounted for by: Proportions of forecast error in R accounted for by:

forecast horizon E EM F R forecast horizon E EM F R
1 0.05 0.01 0.90 0.04 1 0.40 0.07 0.00 0.53
2 0.09 0.01 0.85 0.05 2 0.40 0.06 0.00 0.53
3 0.09 0.01 0.85 0.05 3 0.40 0.06 0.00 0.53
4 0.09 0.01 0.84 0.05 4 0.40 0.06 0.00 0.53
5 0.10 0.01 0.84 0.05 5 0.40 0.06 0.00 0.53
6 0.10 0.01 0.84 0.05 6 0.40 0.06 0.00 0.53
7 0.10 0.01 0.84 0.05 7 0.40 0.06 0.00 0.53
8 0.10 0.01 0.84 0.05 8 0.40 0.06 0.00 0.53
9 0.10 0.01 0.84 0.05 9 0.40 0.06 0.00 0.53
10 0.10 0.01 0.84 0.05 10 0.40 0.06 0.00 0.53

For a re-assessment of previous studies’ resalgsaiticular the reported price impacts, in thatligf
SCCC methodology, we find it useful to replicate game analysis on daily Korea and Taiwan dat&é¢o s
whether our finding is a general phenomenon. Wivolthe same specification introduced above which
includes Japanese returns as an additional caorstrialble to proxy for same-day global market infation. In
Korea, the contemporaneous spillover from flowsetnirns is 2.856, significant with a LR value o274, and
the spillover from returns to flows is 0.0033, sfgant with a LR value of 22.70. In Taiwan, theilkwer
from flows to returns is 5.977, significant withL® value of 22.69 and the spillover from returndléavs is
0.0022, also significant with a LR value of 9.1Ge8e results confirm that intraday spillover fragturns to
flows is a common phenomenon, omission of whichmset® have biased upwards the price impact estimate
reported in previous studies. Yet, contemporanesmidovers from returns to foreign flows are relaty

stronger in Turkey compared to in Korea and Taiwan.

B. Implications of SCC Results
Our results based on the SCCC approach presented Aave shown that the contemporaneous effect

is running to a considerable extent in the oppdtdiitection to what the standard assumption in itleealture
imposes. This new finding has important implicasioAt the first glance, it may suggest that intsagasitive
feedback trading might be a more pervasive behafidoreigners than previously thought. Howevers tis
not the only possible explanation of this findilag: mentioned above, returns may be adjusting nre@sely
to new information, even to the information conéainin foreign order flows, while foreign flows diap a
noisier adjustment with lags and order executidayde In that case, and particularly in combinatiath our
results pointing to the absence of latent commaverds, our finding may imply that foreign investaase
disadvantaged in executing orders and in exploitirginformation they have. This may be consisteitit
Choe et al.’s (2005) result that foreign tradewes disadvantaged in daily prices at which they trade that
prices move more against foreign investors thanedio investors before they trade. This may leaanttho

adopt order splitting strategies, especially in tmuglers which typically require less urgency sat tieeir
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trading appears to be affected by recent returnsthér research is needed to distinguish betweegeth
possibilities.

To the extent that returns independently responigifirmation and foreign flows just adjust to the
information that would anyway be incorporated, mpartant implication of our SCCC results comes toa t
price impact estimates reported in this line of literature. Specifically, the implication of theiqge impact
estimates under the standard interpretation tbatsficause returns gets blurred, and can even heaaisg.
Consider an extreme case where foreigners onlyonesfo information contained in returns in the n&nn
predicted by Brennan and Cao (1997) and marketsefi@ent such that all information is incorpordte
instantaneously and fully (that is, the contempeoas association between flows and returns is dieto
spillover from returns to flows). Suppose, in cayrX foreign investors have a large participatiangd in
country Y they have a rather minor participatiohef, the price impact estimate, interpreted instiaadard
sense and measured as the return associated wiit #reign purchase equivalent to 1% of market
capitalization, will be the higher, the smaller tinet foreign flow is. Thus;eteris paribuspne will obtain a
higher price impact estimate in country Y than inlX this respect, it is interesting to note thathards’
(2005) price impact estimates (38% median valueret flow equivalent to 1% of market cap) are agitor
Indonesia and Philippines (lowest for KSE) where skandard deviation of daily net foreign flowdawest
(highest). As the standard deviation of daily raefgn flows is much higher, we naturally obtairmach
lower price impact estimate in Turkey under thexdtad Cholesky assumption (merely around 3.3%)sThu
to the extent that returns independently responiciftrmation and flows just adjust to the inforneetithat
would anyway be incorporated, conventional pricpadnt estimates lose their meaning. In a similarmagn
the contemporaneous price impact estimate of meigio flows (or in general net flows of any invesgpoup
whose trades are correlated with information) Wwél higher, the higher the volatility of returnsatthis the
intensity of new information.

Overall, our findings are consistent with the walpported view that foreign investors do not trabsm
instability or misinformation, rather they only pesmd to information. In markets where local indidl
investor participation is larger, they may haveoke iin accelerating the process of incorporatirfgrmation
into prices. The relatively higher local individuakestor participation rates in Asian markets rbhayleaving
an informative role to foreign investors, consisterth our results suggesting stronger spillovenirforeign

flows to local returns in Korea and Taiwan compdceth Turkey.

VI. Conclusion

In the first comprehensive study of foreign investtrading in a sizeable European emerging market

combining complete data at the daily and monthégjfiencies, and comparing our results to those omaha
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and Korea, we reach several conclusions that cdaibhg generalized. First, we show that global egiay
market returns bear strong incremental explangiowyer on foreign investor flows especially at thentinly
frequency. For Turkey, inter-month persistencddws$ is accounted for, to a large extent, by glaraerging
market returns.

We document an interesting term structure of feekllteading by foreigners, which is fairly robust
across regions of the world: while the lagged raspmf net foreign flows to global returns is aleapsitive,
the lagged response to local returns is negatiteeamonthly frequency, but positive at the darlgguency.
The positive feedback trading at the daily freqyeiscmore significant following negative returnghalugh
the persistence of daily flows is stronger in caSaet inflows. For Turkey, the negative feedbaeiding at
the monthly frequency is significant only followimpgsitive returns. These results at least poitthéofact that
there is no automatic type of rebalancing by farerg, while monthly feedback trading asymmetry seen
Turkey may be a symptom of foreigners’ attituddai@e external deficits. Taken together, theseliesue
not fully accounted for by existing theories of nfiormed positive feedback trading or portfolio rieloeing,
rather they are consistent with the view that fgmers’ net trading is correlated with informatiamdareflects
their sophistication in utilizing information. Yetpreigners do not seem to possess significant amtnc
information as a group. It is more likely that rdeteign trading follows returns or responds to Hane
information to which returns already adjust fastad more precisely, rather than returns are cabgetet
foreign trading, in a European emerging stock mavideere foreign ownership fluctuates around 70% of
market capitalization.

Our results cast doubt on the standard orderingngstson in the microstructure literature that “flew
cause contemporaneous returns but not vice veasd’the consequent interpretation of price impatttile it
is easy to show the invalidity of the assumptitmat texcludes returns affecting foreign flows, a thonthly
frequency by measuring and comparing the laggegbreses of net flows and local returns to each adiser
long as daily trading data are available, puttingniaroscope into the day is made possible only H®y t
approach proposed here utilizing the SCCC concépt.additional advantage of this contemporaneous
identification technique is enabling to check fateht common drivers of flows and returns. Our ltssusing
this approach imply that the aforementioned stathdessumption is fairly questionable even at thdydai
frequency: it is even more likely that local retiriead foreign flows than vice versa. This shoutdno
surprise given that under the standard specifioati@ daily lagged response of net foreign flowsoial
returns is several times larger than local retulagged response to net foreign flows, not onlifumkey but
also in Korea and Taiwan. Foreign investors maypkinbe more likely to trade on information that veu
anyway be incorporated into prices rather thaningysrices to move. This finding points to a needdvise
the conventional interpretation of the price impage caution that our finding of contemporaneoufoyer
from local returns to net foreign flows may not esgarily imply that foreigners infer informatiororin

intraday returns and trade accordingly. Rathemaly also imply that, in line with market efficiencstock
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prices do adjust to information more precisely ainaely than net foreign flows responding to the sam
information. Under both cases, however, the inttgtion of the price impact in the conventionalsgecan be
misleading. Though, in Asian markets where locdhiidual investor participation is high, foreignvastors
may have a role in speeding up the process of fiocating new information into prices.

Net foreign flows appear to respond to informationa sophisticated manner. This conclusion is
enhanced under the finding that net foreign floespond negatively to previous month’s positive ol
negative local returns, possibly exploiting sentitr@mong local investors in a large-external-deéconomy.
Remember that our data partition market particgpant the duality of resident versus nonresidenhcddeour
results imply that local market participants onrage trade in the opposite direction of informatibnother
words, they supply liquidity to foreign investordhavtrade on information. As in the absence of sicpmt
price impact foreigners responding to informaticavén to trade after the major part of the informatis
priced, the price of supplied liquidity appears®higher in Turkey than in Korea and Taiwan, gaogsiue
to higher local individual trader participationtire latter.

The adoption of the SCC approach from the GARCétdiure into the microstructure literature opens
up a new set of possibilities for expanding rede@mcthe microstructure literature. Research hatasbeen
confined to limited, in most cases privately acedjrshort samples of trading data obtained frongksto
exchanges that risk being not representative qfagulation characteristics. It is from now possitd expand
research using long samples of publicly availali@dets at the daily frequency by putting a mimwpe into

the day employing the approach introduced here.
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ABSTRACT

This study uses a special data set, derived fronmlyee brokers’ transactions, as a proxy for big
players’ trading. Big players as represented by tairiable include institutional, big individual dan
foreign traders, and these groups are not mutwadtyusive. The interaction between big players’
trading and markets returns is analyzed usinguetsiral VAR model. Big trader flows are strongly
associated with contemporaneous returns, exhibgigience, possibly indicative of herding, some
positive feedback trading and little forecast pawidre tendency to herd is stronger than to positive
feedback trade. Big players’ trading is correlatath information, and our analysis shows that the
apparent positive feedback trading is more likalyrésult from delayed response to information
rather than naively following past returns. Asymnueprice impact of buys versus sells is driven by
the underlying market conditions.

l. Introduction

Literature related to big players’ trading consistseveral different paths: block trades (Kraud an
Stoll, 1972; Holthausen et al. 1987, 1989; Ball &mah, 1989; Seppi, 1992; Keim and Madhavan,
1996; Bozcuk and Lasfer, 2005), trades sorted hg $Easley and O’Hara, 1987; Barclay and
Warner, 1993; Easley et al., 1997; Chan and Fo@@0;2Chakravarty, 2001), institutional trading
(Klemkosky, 1977; Lakonishok et al., 1992; Chan drmdkonishok, 1993, 1995; Grinblatt et al.,
1995; Keim and Madhavan, 1995; Wermers, 1999; Ghigatana et al., 2004; Ng and Wu, 2007;
Campbell et al., 2009) and foreigners’ trading fi@riet al, 2004; Dahlquist and Robertsson, 2004;

135



Richards, 2005)° These paths are not mutually exclusive: for examBbzcuk and Lasfer (2005)
start with a size criterion and end up pickingitngibnal block trades; Griffin et al. (2003) docant

an overlap between being institutional and havargé trade size; several articles such as Campbell
et al. (2009) use “large size” as a proxy for ‘ingional” (see Lee and Radhakrishna, 2000); fareig
investors are mostly institutionals; and big indival players behave like institutions (Ng and Wu,
2007). The current article relates to an intersectof these paths of literature. The common
conclusion of these strands of literature is thgt gdayers, whether they are wealthy individuals,
institutions or foreign investors, do have a stronpgact on stock prices. They are more likely tadhe
together and to pursue positive feedback tradifgchvdo not appear to be irrational. Some studies
find forecast ability in big players’ trading, howes this does not necessarily translate into etatry-
exit profitability.

The significant price impact along with tendenciégositive feedback trading and herding
makes big players price setters, hence raises tantassues to be investigated: whether their price
impact is temporary or permanent (i.e. reflectscgrpressure or information), whether they
destabilize stock markets by herding together angsying positive feedback trading strategies,
whether their trading contains forecast value, Waetheir price impact differs in buys and selts, e
However, the literature that investigates the sxd#on between big investors’ trading and stock
market returns is handicapped by the limited abditg of trading data with trader identity. Reselar
is confined to some specific samples exclusiveliaimled from stock exchanges (e.g. certain short
sample periods, reported block trades), quarterlgrmual institutional holdings or quite imperfect
proxies.

This study uses a specific type of data on Istar@iokk Exchange (ISE) that permits to
identify big investors’ aggregated net trading egefwusly. Unlike the specific small samples and
delayed availability in extant literature, the dasged in this study are publicly available
continuously, even on an intraday real-time basisaf small fee. These data are used by market
participants, including big individual speculat@s well as professional fund managers, to infer big
players’ trading in ISE. Specifically, the data sentains buying and selling value of member
brokers. In this study, marketwide-aggregated #guat the daily frequency are usdavhile the link

*8 Obviously, the list provided here is not exhauwstit much larger coverage is provided in the negtien.

9 See Chordia et al. (2002) for a marketwide-aggestyatudy of order imbalance at the daily frequeanyNYSE.
However, that article differs from the current an¢hat the order imbalance variable is actualpraxy for market orders
(active orders executed against the limit ordekipoohile the variable derived here is a proxybay players’ trading. In
other words, they focus on tradiaggressivenessvhile this study focuses on size. Interestinglgth variables exhibit
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from brokers’ cumulative trading volume to iderd#tion of big players may seem indirect at first
sight, the derivation explained in the next sectemsures that these data pick net trading by big
players. The category of big player as picked ®géhdata naturally includes institutional tradbrg,
individual traders and foreigners. As a matteraaftfas extant literature documents, these catgori
are not mutually exclusive, especially as far a&irthehavior is concerned.

Given the repeated failure of economic models folaR, let aside to forecast, exchange rate
changes, Lyons (2001) proposes order flow analgsign effective tool to explain and, to some
degree, forecast exchange rate changes. Thishookver, is only available to major dealers. The
data employed in our study can be considered asttiuk market counterpart of the order flow
approach to FX markets, with the additional advgataf being available to the public on a real-time
basis.

The unique features of this data set help congilbatthe literature in several ways: First, in
earlier studies of trades sorted by trade sizegmiatl links between orders (i.e. serial order® ar
omitted, and fixed arbitrary trade size categorggred variation in the trade size resulting from
dynamic stealth trading tactics of big traders. ktesff and Schmeling (2010) provide evidence that
medium size trades of large traders convey mostnmdtion, and the relation between trade size and
permanent price impact is nonlinearly intermedidtgdrader size. Moreover, the relation between
trade size and trader size has been noted to lkerbip recent years as a result of increased isplitt
of orders thanks to computerized trading (Hvidkj&808; and Campbell et al., 2009). The data used
in this study identify big net traders without nefeg to the size of individual trades, and criliga
capture the interaction between trade size ancetraite. Second, most empirical studies in the
literature are confined to specialist dealer syst&hwith the advance of computerized trading, all
major stock markets are now migrating towards eb@it continuous auction systems with no
specialist dealers, where not only order executioategies but also, and perhaps more importantly,
the mechanism by which the information contentrafi¢s is incorporated into price might differ.
However, there is no study of big players’ tradargd its price impact under the continuous limit
order book blind matching system except for Balll &inn (1989) on Australia, several studies on
South East Asian markets, and Menkhoff and SchimpgR®10) using a 6-day sample on the ruble
currency market at MICEX. As under the specialjstam the price impact of an order depends on

specialist’'s assessment of its information condéerat inventory effect, it needs to be seen whetieer t

similarities such as positive relation to curregtiurns and persistence, which may be an indicatidrig players being
more likely to use market orders. See Visaltanaamat Luo (2009) for a study of order imbalanceTtwailand.
0 Lee et al. (1999) and Lee et al. (2004) on Tai®totk Exchange pertain to a batch processing system

137



results would differ under blind electronic contiug auction systems without a specialist where
crowd is supposed to fulfill the same function (8e@omfield et al., 2005). The current articledill
this gap. Third, the sample period correspondsdgnametric and significant V-shape in price action
around the recent global crisis, enabling cleanieoab tests of long-debated hypotheses about price
impact asymmetry such as Chiyacanthana et al. {208 Saar (2001). Fourth, this article fills a gap
as there is a scarcity of studies on big playeeslihg in European, especially emerging European,
stock market§! Finally, the way our key variable is derived frémoker level data, though simple, is
new to the literature, and can inspire similar Esdn other markets.

In this study, a structural VAR model is employedbrtray the dynamic interaction between
big players’ trading and market returns, augmemtitd world market returns which enter the system
exogenously. As global market returns are a relewaormation variable with high explanatory
power on ISE returns, especially during the sanpeleod which corresponds to the recent global
crisis, our specification enables to condition teirn-flow interaction with an information variabl
This provides a unique contribution to the literatly distinguishing between positive feedback
trading and delayed reaction to information.

Results suggest a strong positive contemporanenas jmpact, which confirms, under a
different trading system, previous conjectures timktinformation content to trade or trader siBg.
the end of the trading day, the information corgdiim big players’ buying is almost fully reflected
in market prices although there is no specialisilelewho derives information from order size,
sequence and identity of traders. It takes longawnever, for big players’ selling to be fully precén
probably because of the practical absence of ediihg in ISE. This indirectly suggests that some
market participants infer information from obserytnades (possibly using this data set) to acceera
the incorporation of information contained in tradeto prices, thus fulfilling the informationalleo
of a specialist.

Big player flows exhibit persistence, which may ibdicative of herding. The relation of
current big player flows to past big trader flowsstronger than to past returns. Moreover, bigeay
flows are much more strongly affected by past woedtlirns than by past local returns. Failure to
augment the return-flow interaction with an infotioa variable in the extant literature has resulted

in inability to distinguish positive feedback tradifrom differential response time to informatids

%1 One exception is Voronkova and Bohl (2005), whe data on semi-annual and annual holdings of perisiwls in
Poland.
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world returns were a highly relevant informationrighle during our sample period, these results can
be interpreted as big players’ responding to infairan rather than naively to past returns.

Thanks to the V-shaped price action during our darperiod, our results provide a clean
confirmation of Chiyachantana et al.’'s (2004) swjg@ that the asymmetry in price impact
documented in earlier studies may have simply liemen by the underlying market conditions.

The article is organized as follows: Section 2tedahis article to extant literature. Section 3
describes the unique data set employed in thisysind the methodology. Results are presented in
Section 4, and main conclusions are discussedatiocheb.

Il. Related Literature

In the microstructure literature, large-size tratlase been associated with significant price impact
and informed trading both theoretically and empilic (Easley and O’Hara, 1987; Easley et al.
1997). Barclay and Warner (1993) modify this assioan with thestealth trading hypothesig.e.,
under a specialist dealer system, privately infatrtraders will mostly concentrate in medium size
trades for strategic reasons). On a sample of teoifier targets, they document that medium-size
trades account for a disproportionately larger iporof the cumulative price change. Chakravarty
(2001) confirms the stealth trading hypothesis oB3aday sample from the audit trail file of the
TORQ data, and further documents that most of theutative price impact is due to medium size
trades of institutions. Using TAQ data on NYSE d&mkdaq stocks for July-December 1993, Chan
and Fong (2000) find that the order imbalance igdarade size categories affects returns more than
that in smaller trade size categories. Using ayosdenple of all trades with trader identity frone th
MICEX currency exchange, Menkhoff and Schmelingl@0show that most of the price impact is
due to medium-size trades of large traders. Thealiire on regular trades sorted by size employs
special short samples of trading data providedibgksexchanges.

Major international replications of the analysis toddes sorted by size are on China and
Taiwan, where individual investors dominate. Ussmy AR model, Lee et al. (1999) find that big
individual trades in Taiwan Stock Exchange arenglp positively correlated with contemporaneous
returns, lead returns over the next 15-minutesvateand are themselves independent of past ieturn
or any other category of trades. Small individuwatles exhibit contrarian behavior. Using detailed
audit trail data from Shanghai Stock Exchange fprilA2001 - August 2002, Ng and Wu (2007)
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analyze trading behavior and price impact of ingtihs and three categories of individuals sorted
based on trade size. Institutions and large-sidevitiuals exhibit momentum trading, while small
size individuals exhibit contrarian trading. Onhading by institutions and largest size individuals
affect future volatility, while none of the investgroups’ trading has forecast power. Using theesam
data set, Wongchoti et al. (2009) confirm that whast market returns are high, investors with large
trade size tend to buy while investors with smaltade size tend to sell. These results are retevan
for the setup of this article as they document ldafe individual traders behave like institutions.

In the earliest study of the price impact of bldckdes, Kraus and Stoll (1972) document a
strong price impact associated with block trade% @@illion or higher in value) on a 1968-69 sample
from NYSE. They also find that the price impacttdck purchases is larger in magnitude and more
permanent than block sales (suggesting that tloe pmpact of block purchases might be associated
with information whereas that of block sales migbktreflecting price pressure), and that the price
impact is proportional to trade size. Holthausemle{1987) find that temporary price impacts are
larger for seller-initiated blocks, while permangnice impacts are larger for buyer-initiated bleck
Holthausen et al. (1990) add that most of the pingeact is permanent and related to block size.
Seppi (1992) documents private information contaniblock trades. He finds that a portion of the
price impact of block trades prior to earnings amu@ments can be explained by earnings surprises,
and information content is increasing in block si2ezcuk and Lasfer (2005), on a 1993-99 sample
from London Stock Exchange, find that a combinatdrirade size and trader’s resulting level of
ownership, as well as the type of investor behittade, are major determinants of the permanent
price impact. Keim and Madhavan (1996) analyze aipsstblocks of a single institutional trader
between 1985 and 1992. Upstairs transactions, gudrad through a search brokerage mechanism,
differ from regular block trades in that they inwela higher probability of information leakage fae t
preparation stage, hence omission of price chapgessto the trade would seriously understate price
impact. They document significant price movementsta 4 weeks prior to block trade date,
positively related to trade size. They find largemporary price impact for block sales. The only
analysis of block trades under a non-dealer audystem is Ball and Finn (1989) on Sydney. They
find no post-block reversals (there is even somieleexe of continuation), which supports the
information hypothesis (and contradicts resultsKkodus and Stoll, 1972). Moreover, there is no
significant relationship between block size andtyimdsck reversal which rules out price pressure

hypothesis. While they do not specifically mentiontheir article, their reported results suggest a
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run-up just prior to block purchases and some exafirice increase before block sales. The
continuation following sales is stronger, whictsisiilar to our finding in this article.

Clearly, institutional traders and trades are afgeasize, and they constitute a major
component of big players’ tradinghe literature on the interaction between institutiotrating and
stock returns is mainly confined to US and SoutlstEasian markets. In the earliest study of
institutional trading, Klemkosky (1977) documenke tprice impact of large institutional trading
imbalances, using data on quarterly holdings. GirahLakonishok (1995) analyze trades of 37 large
investment management firms focusing on price impad execution costs. Warning that individual
trades may be misleading as institutional ordeestapken up into several trades, they use trade
packages (sequence of trades identified via simggs) as the unit of analysis. They document a
price impact asymmetry: average price impact isuald8o for buys and -0.35% for sells, and the
subsequent reversal for buys is much smaller. Tioe pmpact is proportional to relative trade size.
Keim and Madhavan (1995) use orders of 21 instingiof differing investment styles to analyze
feedback trading motives and order execution grese They find heterogeneity with respect to
feedback trading strategies varying with investmstyle, with the overall effect likely to be
offsetting. Feedback trading tendency is oftensyotmetric for buys versus sells. They also find tha
buys take longer to execute. Nofsinger and Sia®9)L9ind strong positive contemporaneous
relationship between stock returns and annual dwang institutional ownership, which is not
reversed in the following two years. They also fiedidence of institutional positive feedback
trading, mostly on smaller firms. Their additiorsadalysis on a short sample of daily data suggests
that the contemporaneous relation reflects the anphinstitutional trading on returns rather than
institutions engaging more intraperiod positive diegck trading. Using quarterly changes in
institutional ownership, Lakonishok et al. (199 df weak evidence of momentum trading by
pension funds, while Grinblatt et al. (1995) findosger evidence of momentum trading by mutual
funds: 77% of the 155 mutual funds in their sanvypége momentum investors, but they also note an
asymmetry (the tendency to buy winners is muchngio than to sell losers). Employing quarterly
portfolio holdings data of all types of institutenBadrinath and Wahal (2002) confirm that
investment advisors and mutual funds, particulgitgwth funds, exhibit stronger tendency of
positive feedback trading, while overall positiveedlback trading is modest. Institutions exhibit
momentum trading in entering a position and cor@ratrading in exiting. They also report that
average abnormal entry-to-exit returns are closeeto. Using quarterly institutional holdings data
from 1981 to 1996, Cai and Zheng (2004) find tleatims Granger-cause institutional trading rather
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than vice versa (institutions buy popular stocksraharket rise) and returns are negatively related
lagged institutional buying, suggesting that ingiitns are uninformed positive feedback traders.
Based on data sorted by brokers specializing wigitutions and individuals, Griffin et al. (2003)
analyze institutional and individual trading at Igdaand intradaily frequency. Institutions exhibit
positive feedback trading (based on previous destsrns, the top decile of stocks is 23.9% more
likely to be bought by institutions -and sold byliwviduals- than those in the bottom decile). They
also find that most of the positive contemporane@association between stock returns and
institutional net buys is due to net institutiotralding following past intradaily excess returnstfee
news associated therein). Campbell et al. (200®) fhat institutional trades are highly persistent,
respond positively to recent daily returns but tiegéy to longer-term past daily returns. Institutal
trades, particularly sells, consume liquidity. Th#ading anticipates both earnings surprises and
post-earning announcement drift.

An important aspect of institutional trading is dieg given the potentially destabilizing
effects. Using 20 years of quarterly data on mufuald holdings from 1975 to 1994, Wermers
(1999) finds significantly higher levels of herditoy mutual funds in small stocks, and among
growth-oriented funds, especially on the sell sitlee next quarter return difference between stocks
bought and sold by mutual fund herds is signifigapbsitive, especially for small stocks (chiefly
due to underperformance of stocks sold), which iespthat mutual fund herding speeds the price-
adjustment process. While the overall degree ditut®nal herding reported by Lakonishok et al.
(1992), Grinblatt et al. (1995) and Wermers (19#9)not very strong, Sias (2004) provides
compelling evidence of institutional herding. Hether demonstrates that net institutional demand is
more strongly related to lag institutional demahdnt lag returns. Lee et al. (2004) use marketable
order imbalances by trader type and trader sizen fiGaiwan Stock Exchange. They find that
domestic and foreign institutions have more pegaisbrder imbalances, inducing continuation in
price pressure. Their detailed data permit to migtish between herding and order splitting and they
conclude that both herding and order splitting a@pde cause persistence. Sias and Starks (1997)
document that return autocorrelations of individsi@icks are an increasing function of institutional
ownership, even after controlling for size. As higistitutional ownership stocks tend to lead,
institutional trading seems to reflect informatidémploying a similar methodology, Dennis and
Strickland (2002) provide evidence supporting trgueent that institutions (except banks) are more
likely to herd and add to volatility by joining tleomentum. Dasgupta et al. (2010) find that multi-
quarter herding by institutions negatively preditdag-term stock returns. Li and Wang (2010),
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however, show that institutional informed tradirg) negatively related to volatility in the retail
investor-dominated Chinese stock market. They ertpat when the percentage of institutional
investors in a market reaches a certain levelgffext of noninformational institutional trading gna
prevail and increase volatility.

One of the unresolved issues in the literaturehes pirice impact asymmetry, that is, the
stronger permanent price impact of institutionaldl buys versus sells. Saar (2001) proposes an
explanation based on information search and tradorgstraints to explain the asymmetry of price
impact of institutions’ block purchases and saftésiyachantana et al. (2004), using data from 37
countries and two different sample periods withl bsl bear market characteristics, document that
underlying market conditions (whether the marketia bull- or bear trend) is a major determinant
of the price impact of institutional trading, andncexplain the asymmetry in price impact of
institutional buy and sell orders. Their findingsply that previous results on this asymmetry might
have been driven by sample specific market conutio

Another member of the group of big players is fgneinvestors, especially in emerging
markets. The literature on foreign investors’ tregdidocuments a strong positive price impact,
associated with mostly global (push) factors, anditve feedback trading (Griffin et al, 2004;
Dahlquist and Robertsson, 2004; Richards, 2005).

On the other hand, several studies document aasirttetween large and small traders and
between institutional and individual traders: Han&ed Henker (2010) provide convincing evidence
that retail investors have no impact on stock pricemall players’ trades usually are negatively
related to contemporaneous and past returns (Lah.,e1999; Hvidkjaer, 2008). Unlike institutions,
individual traders are more prone to dispositideefand contrarian trading (Odean, 1998; Kaniel et
al., 2008). Small trades negatively predict med} lmmg term stock returns (Hvidkjaer, 2008; Barber
et al., 2009), while positively predict short tereturns (Barber et al., 2009). Kaniel et al. (200&)
that individual trader imbalances earn positiveesscreturns in the next month, and attribute this t
compensation for liquidity provision to meet thstitutional demand for immediacy. Indeed, Lee et
al. (2004) using a detailed data set on Taiwan KSiExchange show that liquidity appears to be
provided predominantly by small individuals who téri lean against the wind”. Several studies note
an overlap between “small trade size” and “indiadunvestor” and use the former as a proxy for the
latter (Lee and Radhakrishna, 2000; Barber et28109). Hvidkjaer (2008) and Campbell et al.
(2009), however, warn that this relationship dissgyp in recent years as a result of increased
splitting of institutional orders thanks to compiged trading.
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The current study is similar to Griffin et al. (Z)0as their data are also identified at the
broker level. Hence, inferring trader category froraker level data is not new to the literatureeifh
broker level classification shows a strong corresiemce between trade size and being executed by a
broker specializing with institutions (i.e. tradbey classify as institutional based on the brdkat
executed the trade make up 86% of block trade®@0D shares or more). They also employ data at
daily frequency and VAR methodology, and addregssiime questions as in this article. However,
the current article differs in that the investottegry under analysis is big traders instead of
institutions. Griffin et al. (2010) document thag land sophisticated investor groups herd on each
other’s trading. Hence, combining the institutiof@eigners and wealthy individuals under one

category of “big players” is warranted given th&absished results in recent literature.

Il Data and Methodology

The data set used in this study consists of thébaging (i.e. purchases minus sales) value by the
largest net buying and net selling member brokees @ unit period of time. A positive (negative)
reading in a particular broker’s figure implies tetying (net selling) by that broker. These data ar
derived from cumulative trades of each and everybes broker in ISE. Specifically, all broker
member® are ranked in terms of their cumulative net buyihuing a unit period of time, them
largest net buyers at the top amthrgest net sellers at the bottom of the rankisgidentified. Let's
call the sum of the net buying values of the tojargest net buyersNB"; and the sum of the net
selling values of the largestnet sellers atNS}. Then, the key figure of interest, which will be
notated ad\; throughout this article, is computed % = LNB" — LNS'.. Most market participants
and commentaries in ISE inaccurately refeNtoor N** as the “net money inflow”, with a negative
number implying “money outflow”. In reality, the suof net buys of all brokers in ISE is always
zero; in other words, there can be no in- or outfipas ISE operates under an order driven electroni
system with no specialist dealers. What they redeas inflow (outflow) is, in fact, that largesttne
buyers (sellers) have bought from (sold to) theé oéshe market participants (“crowd”). Thus, the
“net buys” figures are a proxy for big players’dnag.

We do not group individual trades by trade sizer; by the identity of the parties (e.g.

institutional vs. individual). Rather, we employ @genious derivation technique utilized by market

%2 As of April 2010, there are 103 member brokertSiB.
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practitioners. WhileN is a functionally good proxy for big players’ trad, one can argue, for
example, that it cannot be ruled out that a brokién a large number of small investors, all of them
being simultaneously net buyers (sellers) in aipaler period, appears as a big net buyer (seller),
although in reality it reflects small players’ trag. However, that all of the small traders of a
particular broker, and not of the others, tradehi@ same direction in a period is highly unlikely.
Most typically, a few big traders’ transactions éatweigh in value the sum of many small traders’
transaction§® Small traders of a particular broker making it @pin the list of top net buyers or
sellers might have been a likely case if some @ar large brokers would have specialized on small
(retail) clients. However, statistics from ISE saggjust the opposite: the highest percentage of
domestic individual investors is seen with the demabrokers, and the percentage of big player
groups —foreign, proprietary institutional- are lreg with larger, bank- and/or foreign owned brokers
(the Association of Capital Markets Intermediargtitutions of Turkey, 2009 statistics). Thus, trade
size appears to be in parallel with broker §fz€herefore, these figures typically provide an aate
vision of big versus small players’ direction ofding (i.e. whether big investors are selling to or
buying from the crowd). Any counterarguments faiptss tests of logic: if all small traders respond
to public news, then none of the brokers of snralieérs would stand out as a large net trader. That
all of the small clients of a particular broker,tlmot those of other brokers, trade in the same
direction to make their broker appear as a larderader would be possible only if all of the small
clients of this broker faithfully and strictly falv a broker-specific signal such as their broker’s
private investment advises. Then, trading by tmekér would be functionally no different than an
institutional portfolio manager.

As this data set is argued to reflect the tradihgnstitutions, big individual traders and
foreigners, external checks would help verify tipsoposition. However, in ISE no data on
institutional or individual trading are made avhl@a to public. One opportunity, however, is
presented by the marketwide foreign ownership sapioblished by th€learing and Custody Bank
on a daily basis. The correlation betweéfl and the changes in the percentage market valdeblyel

foreigners over our sample period is +0.269, whishsignificant at p<0.00%> As foreigners

% The high concentration is well-documented in othiarkets as well. For example, Menkoff and Schrge(@2010)
report that 100 out of 723 traders in their sanamleount for 50% of total trading volume.

% |n a similar manner, Barber et al. (2009) docuntkat small-trade-size order imbalance correlatel$ with order
imbalance from retail brokers.

% It is desirable that this correlation is signifitig smaller than +1, as big individual investorslalomestic institutions
are two other important components of big play@therwise, this article would collapse into a stuyforeigners’
trading.
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represent 83.8% of total institutional holdingsaisDecember 2009, this implies that our data set
captures a large portion of institutional tradiag,well.

A risk of misinterpreting this data set may, howewveesult from big players’ strategic
behavior. A big client in the stock market may #ada numerous brokers, even simultaneously
buying via one and selling via another. The cormdusiauction, limit- and market order electronic
trading system of ISE with irreversible limit ordeno market-making specialists, progressively low
brokerage commission rates and a high level ofsparency encourage such fictive trades in ISE.
There is some belief among experienced tradershigatnvestors sometimes try to conceal their
trading intentions by appearing as large net btiyerugh a broker known to have foreign client base
and being small net sellers through a number oérobnokers, to mislead those who try to infer
information from this data set. A remedy for thislgem could be to include a higher numberrior
in the analysis, since the number of different lrgka trader may use in the same period has some
practical limits. We therefore experiment with thrdifferent values fon: 5, 10 and 15. That the
results with the three versions are similar suggtsit the data set was not significantly affedigd
such strategic behavior. Throughout the articlsuylte for n=10 are reported.

The data was obtained froEuroline®, a domestic data vendor who redistributes data fro
ISE. Cumulative net buys data are summarized oeepgs of 1 day, so the study is at the daily
frequency?® Our sample period spans from 1 August 2007 to pil 2010 (679 trading days$)}.
This period corresponds to the sharp downtrendtduée recent global crisis and the symmetric
recovery following the bottom in March 2009, hempeesents an excellent opportunity to incorporate
the global crisis as a significant information elverio the analysis, in particular to exploit world
market returns as a significant information facteurthermore, dividing the sample into two parts
from the March 2009 bottom, one obtains an almestept V-shape in ISE index which enables a
clean test of the argument raised by Chiyachargaah (2004) by comparing the price impact of big
traders’ purchases and sales in bull versus beegetsa The price/time chart of the ISE-100 index is

plotted in Fig. 1 below.

% In general, this data set can be obtained overfaaguency, hence intraday analysis is possiblevéVer, data at
intraday frequencies are not stored, nor data ridividual stocks. Ulkii (2008) manually collects lzot sample of
marketwide intraday data and daily data for 15vittlial stocks, and finds that results are oveialilar to those with
daily marketwide data.

®” These data are broadcast on a real-time basisjoshdinless storecEuroline stores these data only for moving
windows of several months. The sample used ingthigdy is obtained by combining windows collectedlifferent time
points.
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Fig. 1: The daily closing levels of the ISE-100 irek during the sample period
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Unit root tests remain indecisive on whetigris stationary or not. Specifically, ADF test
rejects the null of a unit root only at 10% lewehile PP test safely rejects at 1%. It is natusahink
thatN may trend together with market capitalization. eksra prudent approach would be to sdale
by dividing by market capitalizatioMC). This would also enable us to standardize bigstars’
net trading relative to the value of shares inwation. Thus, we define the key variable usecia t
study as follows?

N; = (LNB", - LNSY) / MG 1)

To address the research questions, we employ VABRadelogy to portray the dynamic
interaction between big trader flows and returms pérticular, this framework has the ability to
simultaneously test feedback trading tendencyyméion (predictive) content and persistence in big

player flows; to distinguish between temporary @edmanent price impact of big players’ trading,

% An alternative way of normalization can be obtdibg dividing by the total trading value. Resulishathis version are
similar. However, variation in trading volume appet add some noise, hence dividing by marketi€gpeferred. This
way of normalization is also compatible with prassaarticles such as Griffin et al. (2003).
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hence to test price pressure and information hygse#t® Our VAR model includeN and R as

endogenous variables in the system, witi®log returns of the ISE-100 index, defined as:

R = In(ISE100) — In(ISE100).1 (2)
Hence, we run the following VAR model:
Zp Nt—p n
MR e
r 21 22 Z R, &

where thea’s represent intercept termg(L) denotes a polynomial in the lag operdtpand & and

& arezero-mean error terms that are assumed to bedntpdrally uncorrelated.

Since global market returns are a major informafiactor that strongly affects both ISE
returns and big investors’ trading, we also emg@agther version, where the bivariate-VAR model
in (3) is augmented with world market returns theg¢ affected only by their own lags. Thus, we
employ a structural VAR (SVAR) model. The advantadeutilizing this specification instead of a
conventional VAR is that none of the lags of bigastor flows and ISE returns affect the world
returns, but contemporaneous values of them aexteft by the instantaneous and lag values of
world returns. Thus, world returns are treatedrasxgenous variable. This ensures a more accurate
characterization of the joint dynamic relationshgiween big trader flows and returns. The idertifie
VAR model can be specified as:

A(L)WE) = £(t) (4)
whereA(L) is an 3x3 matrix polynomial in the lag operatorw(t) is the 3x1 observation vector, and

& (t) is the 3x1 vector of structural disturbances.cpl model is shown in Equation 2:

N(t) Au(L) A,(L) As(L) &(1)
w(t) =| R(t) A(L)=| Ay(L) A,(L) Au(L) £(t) =] &,(t) )
w(t) 0 0 AW £, ()

whereW is the world market return. The assumptions aaé 4fit) is uncorrelated with pasi(t — k)

for k>0, and the coefficient matrix o’LA,, is non-singular. The block exogeneity is représgiy
the zero entries in th&(L) which imply thatwW is exogenous tbl andR both contemporaneously and
for lagged values. In the impulse response analgtasdard Choleski normalization and asymptotic
confidence bands are employed. As the standardeimée procedure of the Maximum Likelihood

%9 See Hasbrouck (1991) who was the first to sughesinteraction of trades and returns be modelet\4&R system.
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estimation of VAR model is not applicable to stirel VAR with block exogeneity, we compared
the results to modified error bands of Sims and @®89), and obtained identical bands.

We use MSCI-Europe index returns as a proxy forldvonarket returns. Use of MSCI —
Europe index instead of MSCI-World index or US oeli avoids time-zone differences which may
confound the analysis at the daily frequency. Mweeep MSCI-Europe index has the highest
correlation with ISE returns during our sample pdyihence appears to best capture the world market
factor. The lag order of SVAR is 9 as suggestedkgike information criteriori’ The system is
estimated via seemingly unrelated regressions (S6iRge the right-hand side variables explaining
global returns are different. In line with the commtreatment in the literature, we place net flows
before ISE returns in the Cholesky ordering, whiciplies that net flows have contemporaneous
effect on ISE returns but not vice versa; ISE megwran only have effect on net flows with a lag.

As previous literature finds big players’ traditey be correlated with information, and as
global market returns constitute a major sourcenfafrmation for ISE during our sample period, a
comparison of results under the basic model in Egua and the augmented model represented by
Equations 4 and 5 will provide useful insight. Speally, it will enable to see whether the
association between big trader flows and contenmegmas day and previous day returns reflects
naive positive feedback trading or reaction to nmfation with differential response time. For
example, Griffin et al. (2003) find that most oktlsontemporaneous association is driven by the
response of institutional flows to intraperiod laggeturns, however cannot distinguish whethes it i
a response to lagged returns themselves, or tloemation associated therein. By defining world
return as an information factor strongly correlawgth returns, we are able to provide an answer to

this question left unanswered in the extant liteet

4.Results

We present results by studying impulse-responsetifums. Impulse response functions (IRF) show
the dynamic behavior of a variable due to a shackniother variable in the system. In all IRF graphs
to follow, the blue line in the middle representpant estimation of impulse responses. A two-SE

confidence interval is shown by the upper and lodashed red lines. Statistical significance is

0 Schwarz and Hannan-Quinn criteria suggested 2 laysever a generous specification is preferreth@sample size
is large enough. This rich lag structure uncoveraesborderline significant responses at higher.lags
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implied when neither of the confidence bands creske x-axis. If, to the contrary, the x-axis falls
within the confidence bands then the null hypothélsat a shock has no effect cannot be rejected.
Below, the results of the SVAR specification areganted. The results with the specification in
Equation 3, which is not augmented by the worldmet, are presented in Appendix 1. A comparison
of these results confirms that omission of worltlnes would lead to misspecification and biased

results.

The behavior of big trader flows

The determinants of big players’ trading are charéged by studying the impulse responses of big
trader net flows (N) to a shock in global returid¢)(local returns (R) and itself (N), respectively,

Panels A, B, and C of Fig. 2.

Fig. 2: The impulse responses of big trader net fles
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The impulse response of net big trader flows (Na tb SD shock in world returns (W), ISE returns @Rl itself (N) is
portrayed in Panels A, B, and C, respectively. Xfaxis shows the number of days (day 1 referseactintemporaneous
period). The blue line in the middle representspgbimt estimates of the impulse response coeffisjemhile the dashed
red lines represent 2 SE confidence bands.
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Panel A suggests that big trader flows are sigguifity correlated to global returns both
contemporaneously and at the first lag. This figds consistent with results on foreigners’ trading
(Griffin et al., 2004; Richards, 2005). Consideradhe context of institutional or big trader flows
and returns, this relation might be consistent viithth “positive feedback trading” (including the
possibility of intraday positive feedback tradirm)d “reacting to information”. Previous literature
finding a positive relationship between instituadblock trades and contemporaneous and lagged
returns is unable to distinguish between “posifeedback trading” and “reacting to information” in
explaining this positive association. Recallingtttee sample period corresponds to the recent bloba
crisis which spread out of developed markets, dlobturns can be considered as a significant
information variable. Hence, specific characterstf our sample period and the construction of our
model enable us to distinguish between these tteondtive hypotheses, as seen below.

Panel B suggests a much weaker tendency of posaaaback trading with respect to local
returns (see period 2). As big trader flows araificantly related to global returns but only weakl
related to returns of the underlying market, owutes favor “reacting to information” over “posiév
feedback trading”. Hence, it appears that big trede herd on information with slightly differentia
response times rather than naively conditioningast returns. This is an important result answering
a main question which has not been satisfactodtressed in the previous literature because it has
been difficult to condition the return-flow intetaan on an information variable of high relevanoe f
which a continuous time series is availabile.

Note that failure to augment the VAR specificatioith exogenous global returns (see
Appendix 1) would lead to a misleading inferencesigiificant positive feedback trading because
ISE returns are very highly correlated with globeturns. In a small emerging market context, the
need to include global returns as an informatiataiais obvious. In previous research, however, any
possible conditioning information variable in theturn-flow interaction has been simply omitted.
Thus, the pervasive conclusion of positive feedbtrekling by institutions may in reality be a
reflection of institutions’ herding on the sameamhation signals with differential response andeord

execution times.

"™ A caveat applies here: foreign investors have t#®mwn to respond to global market returns (Griffinal., 2004;
Richards, 2005), and this response may be due tifojpo rebalancing rather than new information. w&ver, world

market returns have been omitted as a potentiaknmdtion variable in the studies of institutional g individual

trading. As foreign investors capture only a rekd small portion of the big player flows proxyagsin this study, our
finding goes beyond the already documented patieforeign investors.
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The negative responses ofiand &' days are worth mentioning, as they more than offse
initial positive response to ISE returns. It seetmat any weak positive feedback trading by big
players is reversed shortly, or some big playensl e take advantage of ISE return reaction after
several days. It also implies that local informatfactors have little enduring effect on big plasjer
trading in ISE during our sample period.

Panel C suggests significant persistence of bidetrélows extending up to 4 days. Several
articles such as Sias (2004) measure institutibaading by the positive correlation between current
and lagged net demand by institutions. In our cdnthe SVAR model employed in this article is
particularly informative, as the impulse respon$eNoto its own shocks reveals the correlation
between current and lagged net big trader flowsrafbntrolling for momentum (feedback) and
information (world return) effects. Our results gagt significant herding by big players. As the
response oN to laggedN is much more significant than to laggedthe tendency to herd appears to
be more significant than the tendency to positeedback trade, consistent with Sias’ (2004) result
a cross-sectional context. This may be consistéht g (or sophisticated) players herding on each
other’s information, as suggested by Griffin et(a2D10)’2

The variance decomposition in Table 1 below suggésat about 11% of forecast error
variance of big trader flows can be explained bgl returns. While 3% can be explained by local

returns, it should be noted that most of it conmethé form of contrarian action after th8 @ay.

Table 1: Variance decomposition of big trader flows

Periodfl SE. | wW | N | R
1 616.86 790 9210 0.00
2 638.10 11.14 8857 0.29
3 64535 11.01 88.64 0.34
4 652.46 10.78 88.85 0.37
5 654.84 1099 88.33 0.68
6 656.35 11.31 87.96 0.73
7 660.12 11.19 86.99 1.81
8 664.37 11.12 8592 2.96
9 665.77 11.09 8558 3.33
10 670.09 11.01 8570 3.29

SE is the forecast error of net big player flolM. (The figures in columns W and R show the peramt# forecast error
variance ofN explained by world market and ISE returns, respelst up to 10 days. The remaining forecast error
variance, shown under column N, is attributedl ieself.

2 Order splitting is not the most likely explanatiora marketwide analysis.
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In a further analysis, we distinguish big playeesponse to positive and negative past returns
to see if the feedback trading tendencies diffaasuRs presented in Fig. 3 below suggest a visible
asymmetry: Big players respond more strongly toatieg past returr consistent with O’Connell
and Teo’s (2009) result that institutional investare less prone to the disposition effect and tend
aggressively reduce risk following losses but nyildicrease risk following gains. Contrary findings
on lower frequency data (e.g. Grinblatt et al., 2)9®ight have been driven by flows into and out of

mutual funds.

Fig. 3: The impulse response of big trader net floa/to positive and negative past returns
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World and ISE returns data are partitioned by tge ef the returns. Other explanations are the sasria Fig. 2.

3 In unreported analysis, we have confirmed that finiding applies both to bull and bear market sulguls.
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The price impact of big players’ trading

Big players’ price impact is characterized by sindythe impulse responses of ISE market returns
(R) to a shock in big trader flows (N) in Panel ARig. 3. To complement this analysis, responses of

ISE market returns to a shock in global returns @M itself (R) are also presented in Panels B and
C, respectively.

Fig. 3: The impulse responses of ISE returns
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The impulse response of ISE returns (R) to a 1 I&izlsin big trader net flows (N), world returns (Vénd itself (R) is
portrayed in Panels A, B, and C, respectively. ¥{axis shows the number of days (day 1 referseactintemporaneous
period). The blue line in the middle representspgbmt estimates of the impulse response coeffisjamhile the dashed
red lines represent 2 SE confidence bands.
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The contemporaneous response of ISE returns t@ek sh big trader flows is significantly
positive, as expected. The responses at the filsgy8are borderline significant, which is driven b
the persistence in big trader floWsA one-standard deviation shock in big trader floiis 27.2
million or approximately US$ 18 million) results ia 0.75% change in ISE index on the
contemporaneous day, and followed by 0.42% furthenulative change in the next three days.
However, the latter is subsequently reversed. Tiwde the bulk of the price impact of big trader
flows is incorporated contemporaneously, a nordtitollow-through is left to next three days, which
is due to future big trader flows signaled but adiitraged away. This implies some predictability,
however as the follow-through part is subsequerdghersed it does not imply information. The
positive contemporaneous response is not reversdgxbegquently, which is consistent with
information rather than pure price pressure. Alésin results can be interpreted as follows:
information contained in big trader flows is incorpted simultaneously, and triggers some follow-
through, which can be attributed to either positifiemdback trading or delayed reaction to
information, that has no permanent price impacte Tiue permanent information content of big
players’ trading is priced-in within the contempueaus period?

Panel B shows that ISE returns incorporate globatket information to a large extent
instantaneously, with very little reaction left tbe second day. Panel C shows no significant
autocorrelation in ISE market returns. Thus, ISEnseto incorporate all types of shock within 1 day
but not price-in the noninformative persistencéimtrader flows.

The variance decomposition in Table 1 below sugge3t5% of ISE returns can be attributed
to big trader flows, while global market returnsthi® most important factor accounting for 46% of

the forecast error variance of ISE returns.

Table 2: Variance decomposition of ISE returns

™ A regression analysis that controls for currdtvalues, as in Chordia and Subrahmanyam (2004 )jroen this
conclusion (available upon request from the author)

5 Lee et al. (2005) reach a similar conclusion oiw@a Stock Exchange operating under a batch priowesall auction
system without designated market makers: pricespres created by order imbalances are effectivedprded and do
not persist beyond 1 day.
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Periodf SE. [ w | N | R
1 | 001683 47.79 12.04 40.17
2 | 0.01686 47.76 12.32 39.92
3 | 0.01701 4756 12.68 39.76
4 | 0.01709 4758 12.86 39.56
5 | 0.01733 4754 12.94 3952
6 | 0.01739 4756 13.07 39.37
7 | 0.01758 46.81 13.09 40.10
8 | 0.01759 46.28 13.01 40.72
9 |0.01761 46.27 13.01 40.72
10 | 0.01783 4594 1353 40.54

SE is the forecast error of ISE retur/.(The figures in columns W and N show the peragiaf forecast error variance
of ISE returns explained by world market returnd &ig player net flows, respectively, up to 10 dallse remaining
forecast error variance, shown under column Ritibated to itself.

Differential price impact of big players’ net puietes and sales

One of the unresolved issues in this line of rede#s the price impact asymmetry (i.e. the stronger
price impact of institutional/block purchases conggato sales). By comparing the price impact of
institutional trades in two different sample pesodharacterized by bull versus bear market
conditions, Chiyachantana et al. (2004) raised tlaubearlier findings that the price impact and
information content of block purchases is stronf@p@an block sales, which were all obtained in bull
market sample periods (Kraus and Stoll, 1972; Haifen et al., 1897, 1990; Keim and Madhavan,
1996; Chan and Lakonishok, 1993, 1995). Chiyacimantat al. find that the price impact of
institutional buys is stronger in a bullish marketriod and the price impact of institutional seédls
stronger in a bearish market period. Saar (20Qfipbates the price impact asymmetry to institutiona
factors such as selective information search amdt Selling constraints, and develops a model to
explain it in relation to past price performancehd stock. Specifically, he argues the longerrtime

up in a stock’s price the less the permanent pnigect asymmetry between buys and sells. Saar also
shows that the implications of his model hold whikee asymmetry is defined in terms of the net
order flow during the day instead of individual ¢ks.

The large V-shaped price action during our samphgogd provides an excellent opportunity to
replicate Chiyachantana et al.’s (2004) findingiy@bhantana et al. compare results obtained on the
January 1997 — March 1998 and the January 2001ptei@ber 2001 subperiods, which are of
unequal length and 3 years apart from each otheth@ V-shape in our sample period is symmetric
and as both subperiods are adjacent, our samm@esaffhealthy test of Chiyachantana et al.’s (2004)
finding, avoiding possible structural changes wivem subsamples are far apart from each other. We

also provide the first empirical test of Saar’'s 2P model by comparing the price impacts of big
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player net inflows and net outflows during the yanhd late parts of the run-up subperiod (the right
wing of the V-shape) in our sample.

As our data is marketwide aggregated, howeveryaataapplies here: Chan and Lakonishok
(1993) and Keim and Madhavan (1995) explain the masgtric information content of
block/institutional purchases versus sales by tissibility that purchases in a specific stock miggt
more informationally motivated than sales as theclpase of a specific stock involves a choice
among many potential assets to buy whereas saanastly due to liquidity motives and limited to
assets already held. Thus, the asymmetry hingestask selection. In our context, a purchase
decision does not involve a choice among many paleassets, thus we may not observe an
unconditional (full sample) asymmetry if informationotivated stock selection in purchases is the
major source of asymmetry. However, another factortributing to the price impact asymmetry is
the short sale restrictions, as argued by Saarl)200 ISE, short sales are practically nonexistent
hence sales are less likely to be informationalbtimated than purchases. In sum, the full-sample
asymmetry may be less visible or nonexistent in @age. However, this does not prevent us from
testing alternative hypotheses: the testable irmpbas of Chiyachantana et al.’s (2004) and Saar’s
(2001) arguments lie in the variation in the degreasymmetry.

To check for price impact asymmetry of big playerst buys versus net sells, we partition the
data by using a dummy variable whdp> 0 and whem\; < 0. Because impulse response functions
portray the response to a one-SD shock and SD gifiy® and negative net big trader flows are
unequal, we report results by comparing the caefits in the return equation of the SVAR system.
Only contemporaneous and lag 1 coefficients areorteg as the other lags are small and
insignificant. Results for the full sample are @pmed in Panel A of Table 3 below. The
contemporaneous price impact of buys and sellsatrsignificantly different. Thus, no price impact
asymmetry is observed (if any, the cumulative impdcells is greater than buys). This suggests tha
the asymmetry may not be present when the purcti@sision does not involve a choice among
many potential assets to buy, thus favors ChanLakdnishok’s (1993) and Keim and Madhavan’s
(1995) hypotheses. At lag 1, the impact of nessekhibits a small continuation whereas the impact
of net buys exhibits a small reversal. This différ@ behavior at lag 1 is consistent with shotesa
restrictions slowing down the incorporation of infation in big trader flows (discussed in more

detail in the next section).

Table 3: The differential price impact of big trader net purchases and sales
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Panel A: Full sample (testing price impact asymmetr v)
Nb Ns sig(4) Nb(-1) Ns(-1) sig(A)
0.0000116 0.0000137 0.40 -0.0000025 0.0000025 0.05

Panel B: testing Chiyachantana et al.'s (2004) argu  ment
The first half (bear market)

Nb Ns sig(4) Nb(-1) Ns(-1) sig(Q)
0.0000091 0.0000165 0.05 -0.0000018 0.0000045 0.10
The second half (bull market)

Nb Ns sig(4) Nb(-1) Ns(-1) sig(A)
0.0000148 0.0000071  0.05 -0.0000017 -0.0000028 0.78

Panel C: testing Saar's (2001) argument
The first 1/3 of the run-up period
Nb Ns sig(4) Nb(-1) Ns(-1) sig(Q)
0.0000134 0.0000065 0.29 -0.0000019 -0.0000026 0.92
The third 1/3 of the run-up period
Nb Ns sig(4) Nb(-1) Ns(-1) sig(A)
0.0000147 -0.0000009 0.23]] -0.0000006 0.0000277 0.03

Nb (Ns) is the contemporaneous coefficient of negsb(net sells) in the return equation. Nb(-1) &®(-1) are the
coefficients of previous day’s net buys (net gelisspectively. Sig) is a t-test for the equality of the Nb and Ns
coefficients. A significantly larger Nb implies ptige price impact asymmetry, as documented in joey literature. In
Panel B and C, Chiyachantana et al.’'s (2004) arat $2001)'s arguments, respectively, are testedcdayparing
subperiod results.

To test Chiyachantana et al.’s (2004) argument tthetprice impact of purchases and sales
simply depends on the underlying market conditidasing the sample period, we partition the
sample: the first half of our sample period repnesdear market and the second half represents bull
market. Panel B of Table 3 compares the price imphbig players’ net purchases and net sales in
bull market and bear market conditions. Resultarbfeconfirm Chiyachantana et al.’'s (2004)
argument that the asymmetry in the price impacdrsen by underlying market conditions.
Specifically, the price impact of big players’ bugssignificantly larger than that of sells duritige
bull market (second half) whereas it is signifiégremaller during the bear market (first half).
Overall, these results imply that leaving asideotimfation-motivated stock selection in purchase
decisions, the previous findings on the price imasymmetry of block/institutional trades may have
been driven by underlying bull market conditionsyailing in respective sample periods, as argued
by Chiyachantana et al. (2004).

Finally, we test the implications of Saar’s (200d9del by dividing the second half into three
subperiods and comparing the first and third subgeresults. Saar's model implies that the price
impact of big players’ buys should be much strondering the early part of a bull market than
during the late part, when the price impact asymynetay even turn negative. Thus, Panel C of

Table 3 compares price impact coefficients of bayers’ net buys and sells in the first and lastith
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of the second half. Contemporaneous coefficientaatcseem to support Saar’'s hypothesis, as price
impacts are similar, even more positive, during It third of the bull market period compared to
the first third. However, lagged coefficients exhi significant difference in the late part of than-

up period. The cumulative price impact asymmetrgpswnegative as predicted by Saar. It may be that
the selective information content of sells is reuagd with a lag during the late stages of a bull

market.

Predictive information content of big players’ tiad

The full sample impulse response of ISE returna sthock in big trader net buy in Panel A of Fig. 3
suggests borderline significant coefficients atfisecond and third lags (periods 2, 3 and 4)chvhi
imply statistical predictive value. However, thedk-down in Fig. 4 below suggests that this rasult
mainly driven by net sells of big players. Theraislear asymmetry in the predictive value of big
players’ net buys versus net sells. In ISE shddssare practically nonexistent. As the data setus
in this study is vigilantly utilized by market paipants in ISE on a real-time (intraday) basidsit
legitimate to assume that many short-term tradersse their trading decisions utilizing the
information contained in big players’ trading. Tinéormation implications of big players’ purchases
are faster incorporated into prices on the same alpurchases require only the availability oh¢as
however, the incorporation of information containedig players’ sales takes time as selling, & th
absence of short selling in ISE, is an option folydhose who own the stock. Thus, this asymmetry

is to be explained by structural characteristicthefISE, that is, practical absence of short sales

Fig. 4: The impulse response of returns to big plagr net buys and net sells
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See the explanations below Fig. 3. The left (rigl#thel shows the response of ISE returns to a bHgidk in positive
(negative) big trader net flows.

The implication of these results for practitionershat net selling by big traders offers trading
signals and possibly (to the extent that mispricimghe index futures is not correlated to these

signals) profitable arbitrage opportunities.

Event study methodology

While the SVAR methodology employed in this artipl®ves to be more informative, it may still be
useful to repeat the event study methodology engaloy earlier articles on the price impact of block
trading for the sake of comparison. For this puepa®g define net big trader inflows and outflows
grater than a specified siZeas event days, and portray the market returnsndrthose event days.

Results are depicted in Fig. 5 below:

Fig. 5: Returns around large net big trader flows

Panel A: Returns around large positive net big traér flows
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Panel B: Returns around negative large net big tradr flows

" The size is set at 0.01% of market cap for nestand 0.007% for net sells. The asymmetry is dubeqgositive daily
mean big trader flow over the sample period. Thiekntial size criterion leaves us with 128 lamgt buying and 87
large net selling days.
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X-axis shows the days (0 is the event day), andiy-€hows average returns.

Large net flows of big traders are preceded byrnstin the same direction, and followed by a
small magnitude of return continuation. There is exadence of reversal, hence price pressure
hypothesis is rejected over information. The sigaiit returns on day (-1) can be consistent with
positive feedback trading; delayed reaction to ¢pgwyg private) information; or leakage of
information on large big trader flows and “frontnnuing”. However, because the magnitude of
negative returns preceding block sales is no sm#ien that of positive returns preceding block
purchases, the “leakage and front running” explanas not supported: as short sales are pradgticall
absent in ISE, one would expect less front runmiatyity ahead of block sales compared to block
purchases. The asymmetry between days (-1) ands{#ggests a larger tendency of past returns to
shape big trader flows rather than big trader flehaping future returns. Thus, positive feedback
trading and differential response time (delayegoase) to information are two strong candidates,
and event study methodology mostly used in theipusviterature is not able to distinguish between
these alternatives. Our SVAR results in the previsaction, however, have shown that big trader
flows do not respond very strongly to past (locaturns, but do so very strongly to world returns,
which is considered as an information variablersjhp correlated with returns. Hence, our SVAR
results suggest that delayed response to informataiher than positive feedback trading, is more
likely to be the main explanation behind the puwsitrelationship between big trader flows and
previous days’ returns, which is not easy to seeuthe event study methodology.

To have another view of the predictive ability ofj irader flows, we define extreme return

days as event, and monitor average big trader lflelmavior surrounding these days. For this purpose,
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we define days with a return greater than 3% irokibs value as an event. Fig. 6 portrays average

normalized net big trader flows surrounding thesenédays.

Fig. 6: Average big trader flows around extreme rairn days
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X-axis shows the days (0 is the event day), andiy-shows average normalized net flows of big trade

Big trader flows both before and after extremenretiays have the same sign as the event-day return,
suggesting heterogeneous reaction time to infoomatilet big trader flows following extreme return
days are much larger in magnitude compared to tlppeeeding the extreme return days. This
confirms the view that, rather than big playersdprting future returns, previous day’s returns (or
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information contained therein) determine big trafflewvs, and part of the big traders’ reaction comes
with a 1-day delay. In other words, positive feetdb@rading or delayed response to information
seems to be more prominent than trading on privdtgmation. There is also evidence of some

contrarian trading a few days later after largeatieg returns.

5. Conclusions

The fact that all typical results on big playersading were replicated in our empirical analysis
should convince any reader skeptical about thectsirel of the data set used in this study. This
indicates that the way market participants in 1Silize this data set picks an important driver loé t
market. The fact that this data set is availableaoneal-time and continuous basis raises the
possibility that important information can be dexMrom similar broker level data and be utilizegd b
market participants in other stock markets arouraworld. In addition, as trade size is shown to
matter only in interaction with trader size, theykeariable N used in this study appears to
successfully pick highly relevant information, whits not easy to pick via order size breaks used in
earlier research.

Our results confirm that big players’ trading isosgly positively correlated with market
returns. Conditioning by an information variableaar analysis makes clear that this relationship
exists mainly because their trading is correlatét mformation; rather than due to naive intrapdri
positive feedback trading or pure price pressuig.fiayers’ trading both leads and follows returns,
however “following” is more significant than “leadj” which would lead to an impression of
positive feedback trading in the absence of a alewonditioning information variable. Our
specification enables to distinguish delayed respoto information conveyed by world market
returns from positive feedback trading.

Big players’ trading significantly affects stockiqges, but do not significantly predict future
returns. Their trading co-moves with stock pricasd at the same time exhibits persistence. The
apparent predictive ability is accounted for by plositive autocorrelation in big trader flows. Henc
big players’ interim portfolio performance may appé& be more superior than their realized entry-
to-exit returns. This implication is in line withragon et al. (2007), who using privately obtained
data on complete trading history of all stocks $ftlover the 1999-2003 period, find that realized

risk-adjusted returns of institutions are no betteain individuals. As our variabldl partitions
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markets participants as “big players” vs. “the @fsthe market”, one of the important implicatiafs
the results in this article is the contrast betwbanplayers’ trading and smaller players’ trading:
while big players’ trading is correlated with infoation, smaller players seem to provide liquiddy f
them, as suggested by Lee et al. (1999) and Le#. €2004). The information contained in big
players’ buying appears to be incorporated integwion the same day. The delay in incorporating
the information contained in big players’ sellinghich is apparently due to practical absence oftsho
selling in ISE, suggests that traders monitoring pliayer flows in a blind-matching, continuous
auction system fulfill the information aggregatiate of a specialist.

Finally, our results in a cleaner test confirmsy@khantana et al.’s (2004) argument that the
price impact asymmetry between block/institutiomalys and sells may have been driven by
underlying market conditions (bull market sampleigi#s). In the first empirical test of Saar (2001),
we find that the delayed reaction to big playeet sells in the late stage of a bull run is sigraifitly

different than that in the early stage.

Appendix: Results of the bivariate VAR model

Impulse responses presented in Fig. A.1 below atdisignificant differences from the SVAR model
employed throughout the article. For example, thgponse of big player flowdN) to past ISE
returns R) below is highly significant, however the signditce disappears once global returns are
controlled for (as shown in Panel B of Fig. 2). Maver, failure to control for global returns slight
understates the forecast ability of big trader 8daompare Panel C here to Panel A of Fig. 3). ifake
together, these imply that big player flows arerelated with information. Hence, a comparison of
results under both specifications suggests thairé&io control for global returns in an emerging
market context, or more generally failure to cohtfor information, might have caused
misspecification and biased results in the previbiesature. In particular, it may give a false
impression of positive feedback trading by big playat high frequency, when in fact they are
simply responding to information with differentisdsponse and order execution times. This would

imply the need for a reassessment of the resultsaofy previous studies.
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Fig. A.1. Results of the bivariate model
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ABSTRACT

This paper analyzes the impact of political riskforeigners’ trading in an emerging stock market,
using quantified political risk ratings reported ISRG and foreign flows data compiled by Istanbul
Stock Exchange. Besides illuminating the impactpofitical risk on foreign investors’ trading,
currently a gap in the literature, we track thefedéntial effect of political risk upgrades and
downgrades on market returns. We also repeat thlysas for industry portfolios. The reaction to
upgrades is slow and small in magnitude, whilerdaetion to downgrades is immediate. Foreigners’
reaction to political risk seems to vary with tharket sensitivity of the industry, except for the
tourism sector where their response to politicgit 1§ particularly salient.

JEL Classification: F21; F30; G15
KEY WORDS: political risk, foreign flows, emergstgck markets

Political risk has been commonly assumed to beafriee main drivers of emerging stock markets.
The earlier evidence on the impact of politicak s stock market returns has mainly been anecdotal
because it is difficult to quantify political riskSeveral papers in the literature, however,
accomplished a systematic analysis by using theAGRternational Country Risk Guide) indices
published byPolitical Risk Servicesin particular the political risk (PR) componémiamonte et al.
(1996) find a significant impact of political risthanges, as measured by ICRG PR ratings, on
contemporaneous returns in emerging markets. Aeeragirns in emerging markets experiencing
PR upgrades exceed those in emerging markets erperg political risk downgrades by 11% a
guarter, while the difference is not significant fieveloped markets. Erb et al. (1996) document a
positive contemporaneous relationship between Paigds and returns over 6-month windows, in
emerging and developed markets (more significatiterformer). However, political risk changes are
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poor in predicting future 6-month returns. On thbeo hand, lagged levels of political risk are
positively related to future expected returns amtlmental valuation ratios such as book-to-market
ratio and dividend yield, which have been used psoay for risk. Bilson et al. (2002) controlledrfo
other risk factors that may affect emerging stocikrkmat returns, and found that PR bears some
additional explanatory power which cannot be cagatuory many widely-used risk factors.

While the impact of political risk on emerging stamarket returns has been investigated, no
study has enquired its effect on foreign investtnading (i.e. foreign flows in stock markets). &iv
that foreign investors are more vulnerable to malitrisk, especially in emerging markets, their
trading would be expected to respond to PR chah@éss paper fills this gap by employing foreign
flows data from Turkey, world’s"largest emerging stock market where political figts shown
substantial variation and always been perceiveahamportant factor driving stock markets. We use
foreign flows data compiled by Istanbul Stock Exulpa (ISE) as previous research on foreign
investor flows has indicated that accurate datailshbe compiled at the destination point, and data
compiled from a source country or a custody mayiased. Such data are not available for many
emerging markets. Moreover, Turkey has never imphaed any (partial) restrictions on foreigners’
trading, which might confound the analysis. Hernterkey presents an ideal case to enquire how
foreigners’ trading is affected by political risk.

We employ a structural VAR framework that enablesportray the dynamic response of
foreigners’ trading and stock market rettftrie changes in PR, and the differential effect aiftjzal
risk upgrades and downgrades. A further contriloubd this paper is to provide an analysis of the
impact of political risk on foreigners’ trading whifferent industries as different sectors may have

differential sensitivity to political risk.

Data and Methodology

Our data set consists of monthly levels of the ICR&iIndex, monthly net foreign flows (defined as
foreigners’ purchases minus sales, normalized Wgidig by market capitalization) and monthly log

returns of ISE indices (in local currency) and MS@brld index. For all local indices, we use

inflation adjusted returns, calculated as montldgum minus annual CPI inflation divided by 12,

since inflation rates, hence expected nominal nstuexhibit huge variation over our sample period
(fell from around 101.6% in January 1998 to as &s8.3% in April 2008).
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Political Risk PR index scores vary within the range 0-100, wilbwer score implying higher risk.
As the 0-100 range conflicts with the normalitywasgtion, we apply log transformation; and, as it is
still nonstationary, we take the first differencélsing first logged difference of the PR index nmake
sense, because foreign investors may be more isentita 1-point decrease in the PR index, say
from 41 to 40, compared to 1-point decrease fronio830 for the same country. A 1-point decrease
from 81 to 80 is not likely to spur macroeconormstability, however a 1-point decrease from 41 to
40 can be perceived as political instability whibhs the potential to cause macroeconomic
instability. By taking the first logarithmic diffence of the PR index, a 1-point change at lowezltev

is given more weight relative to a 1-point changehigher leveld’ The PR index for Turkey is

portrayed in Figure 1 below.

Figure 1: The time series of the political risk iné@x for Turkey
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In the first part of the empirical analysis, weeUkSE all-share index and marketwide
aggregated net foreign flows, to see how politidgak affects ISE market returns and foreign
investors’ trading marketwide. We control for glbbaturns, which strongly affect both ISE returns
and foreigners’ trading in ISE (see Griffin et @004 and Richards, 2005). We use MSCI World
index as a proxy for the global market. Thus, dgipal risk is a country-specific factor, we focas
country-specific (idiosyncratic) component of ISEanket returns and foreign flows. Our sample
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period, dictated by the availability of foreign Wes data, starts in January 1997 and goes through
December 2008.

In the second part of empirical analysis, we foonsindustry portfolios, employing sector
indices published by ISE. As these indices are lggqueeighted averages, we compute net foreign
flows for each industry as the equally-weightedrage of normalized net purchases in individual
firms. The sample period for industry portfolio &ss is from January 1997 to June 2007. The
industries and the number of companies listed oheadustry portfolio (in parentheses) as of June
2007 are as follows:

1) Banks (17)

2) Food, Beverage (23)

3) Wood, Paper, Printing (14)

4) Textile, Leather (25)

5) Basic Metal (13)

6) Chemical, Petroleum, Plastic (23)
7) Non-Metal Minerals (24)

8) Tourism (6)

In our structural Vector Autoregression (SVAR) dfieation, net foreign flows and ISE
returns are two endogenous variables in the systhioh is augmented by PR and MSCI World
index returns that are affected only by their oagsl This enables a more accurate characterization
of the dynamic interaction between foreign flowspstic returns and political risk after contraglin
for world market returns. The advantage of thiscdmation instead of a conventional VAR is that
none of the lags of foreign flows and local retuaftect the PR and world market returns, but
contemporaneous values of them are affected byn#tantaneous and lag values of PR and world
returns. Thus, political risk and world market ret are treated as exogenous variables. The
identified VAR model can be specified as:

A(L) y(t) = £(t) 1)
whereA(L) is ann x n matrix polynomial in the lag operatby y(t) is then x 1 observation vector,

and & (t) is then x 1 vector of structural disturbances (n is thenbar variables in the system).

wi) AL O 0 0 &)
| PR 1o A 0o 0 e
YO New | A7 am AL ALL A0 | FY7 e @)
R(1) AnD) A As) AL £.()

W is the world market return, PR is the first diffece of the logged PR index, NF is the net
purchases of foreigners, and R is the returns efréhevant ISE indek.The assumptions are that
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£(t) is uncorrelated with pasi(t —k) for k >0, and the coefficient matrix of LA, is non-singular.

The block exogeneity is represented by zero enffies lag order of SVAR is 1 as suggested by both
Akaike and Hannan-Quinn information criteria. Atletvariables entering the system are stationary.
The system is estimated via seemingly unrelatedessgpns (SUR), since the right-hand side
variables W and PR equations are different. In \iniln the common treatment in the literature, net
flows are assumed to have contemporaneous effdoicahreturns but not vice versa, thus NF enters
prior to R in the Cholesky factorization.
In this setting, our focus is the impulse respooifseet foreign flows to a shock in PR, after

controlling for the effects of world market returasd possible feedback effects from local market
returns. Before that, however, we analyse the itnp&adR changes on local market returns, by

studying the impulse response of ISE returns telshm PR.

Results

We present our results by studying impulse respémsetions (IRFs). In all IRF graphs to follow,
the black line in the middle represents a poininegtion of impulse responses together with 90%
bootstrapped confidence bands shown by the uppktaaver blue lines. Statistical significance is
implied when neither of the confidence bands cro$ise x-axis.

Figure 2 portrays the response of ISE market rettwrna shock in PR. Most of the effect is
priced in the instantaneous month and a very spuation is left to the following month after which
the response is virtually null. The cumulative effes significantly positive. This result confirms,
under VAR methodology, the findings of earlier @ds that changes in PR are significantly
associated with contemporaneous returns of emegjimgk market indices. Further, it shows that
most of the contemporaneous effect in 3- or 6-mamitkrvals takes place within the month during

which the shock is observed.

Figure 2: The impulse response of ISE return to aleock in PR
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Notes: The line in the center is the impulse respdunction obtained from VAR model described ahara the blue
lines around it represent 90% confidence interaads.

In Figure 3 we distinguish the response to upgraasesdowngrades using dummy variables
that partition changes in PR index as positive aedative shocks. The response to an upgrade is
slow, with a nontrivial portion of the responset lef the next month, implying some underreaction.

In contrast, the response to a downgrade is imrteediad stronger.
Figure 3: The impulse response of ISE returns to anpgrade and downgrade in PR

Panel A: The response to an upgrade Panel B: The response to a downgrade
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Next, we focus on the impact of PR shocks on foreig' trading. Figure 4 depicts the
impulse response of foreigners’ net purchases shack in PR index. The bulk of foreigners’
reaction occurs in the contemporaneous month, vehliftle more is left to the following month. The

cumulative effect is borderline significant.
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A variance decomposition analysis based on the sgmeeification suggests that PR can
explain approximately 1.5% and 0.7% of the foreeasdr variance in ISE returns and foreign flows,

respectively.

Figure 4: The impulse response of net foreign flow® a shock in PR
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Figure 5 below breaks down the response of foregjneet purchases to an upgrade and
downgrade in PR index. The main message is thatregction to good political news is slow (more
of the response takes place in the following moatiy) of smaller magnitudewhile their reaction to
bad political news is stronger and immediate. Thisonsistent with slow build-up and quick loss of
confidence. It should be mentioned here that chanmgePR index do not exhibit any significant

autocorrelation.
Figure 5: The response of net foreign flows to a gdive and negative shock in PR index

Panel A: The response to an upgrade Panel B: the response to a dowde
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Industry Portfolio Results
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First, we note that all industry portfolio retureghibit a significantly positive contemporaneous
relationship to global markets, with the first lalgo being borderline significant in most caseg (se
Panel C in Figures 6-13). The highest world betsesn in the banking sector. These sensitivities ar
important as they may affect foreigners’ tradingdifferent sectors. The impact of PR on industry
portfolio returns is typically positive, but insificant in many industries. Banking sector returns
exhibit the strongest response to PR shocks, feltbisy wood-paper-printing sector. The impact of
PR on chemical-petroleum-plastic and non-metal naisesector returns is negligible. Other industry
returns exhibit insignificantly positive relationglio PR (see Panel D in Figures 6-13).

Our main interest is the impact of PR shocks orifprer’s trading in different industries.
Below, in Panels A and B of Figures 6-13, are thpulse responses of net foreign purchases (NF) in
several industries to a shock global return (WR) ianPR, respectively.

A first interesting observation is that in the famad beverage sector (Figure 7), foreigners act
in a contrarian manner to PR. While this industmgsurns are weakly positively related to PR,
foreigners seem to take advantage of this positaetion, possibly considering that the performance
of firms in this sector should not be very sensitig political risk. The strongest response totall
risk in the expected direction is seen in the baglgector. Foreigners’ trading in the banking secto
also exhibits the strongest response to world metuin other sectors, the response of net foreign
flows to world returns and PR is positive but ontarginally significant. Thus, one can contrast
banking sector with the food and beverage sectod, @gue that foreigners’ trading pattern is
rationally related to firm’s sensitivity to markédctors. Generally speaking, the response of net
foreign flows to global returns and to PR exhikatadlel variation across industries. Foreignersrsee
to employ strategies based on sensitivity of indesto market factors.

A notable exception is the tourism sector (Figug. 1t has a significantly positive world
beta, however foreigners exhibit little responsebgl market returns, while they exhibit a strong
positive response to PR, even though tourism seetarns do not significantly respond to PR. As
our data partition market participants as domestrsus foreign investors, the above finding implies
a significant difference in the response of foresgmd domestic investors in the tourism industry to
political risk. A possible explanation is that pimal risk is perceived differently by internatidna
investors. Likewise, the impact of political insiékp on tourists’ decisions (tourism demand) magy b
evaluated differently. Political instability is demented to have negative influence on tourism

industry (S6nmez, 1998), consistent with foreighersponse.
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Figure 6: Banks
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Figure 7: Food & Beverage
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Figure 8: Wood-Paper-Printing
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Figure 9: Textile and Leather
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Figure 10: Basic Metal
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Figure 11: Chemical-Petroleum
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Figure 12: Non-metal Minerals
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Figure 13: Tourism Sector
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Conclusion

This article provides the first evidence on theatyic response of foreigners’ trading to politidgakr
shocks in an emerging stock market. Political rédfects foreigners’ marketwide trading in the
expected direction, but only moderately. Foreignegsponse to PR downgrades is immediate and
larger in magnitude, while their response to PRragegs is slow. We also find that the bulk of the
effect of PR changes is priced-in within the corperaneous month, and the response to upgrades is
slower.

Foreign investors’ reaction to PR changes in daffienindustry portfolios varies mainly with
the sensitivity of the industry to market factousyally in parallel to their reaction to world matk
returns). They respond positively to PR changesertors, such as banking, which are sensitive to
market factors. They exhibit contrarian tradinghmespect to PR changes in food and beverage
sector. Given that food and beverage sector remmapositively related to PR, these results sugges
that foreigners do not follow herds or pursue nd@eglback trading strategies.

An interesting dimension of these results stemmiftbe fact that our data partition market
participants as domestic versus foreign residéltiss implies that domestic investors trade in the
opposite direction of PR shocks, and more so instries that are more sensitive to market risk. In
other words, domestic traders seem to provide diguito foreign investors who trade on
information. This suggests that a significant défece exists between foreign and domestic
investors’ response to political risk. The diffecens particularly salient in the tourism sectoreneh
foreigners strongly respond to political risk whes@omestic investors seem to be more comfortable
with it.

Notes

" In the absence of this index, some papers tridihtbproxies for political risk. For example, usébond
yield spreads as a proxy for political risk in Mexiby Bailey and Chung (1995) illustrates the diffty of
dealing with the absence of a quantified measuit 8ke also papers which infer political evemtsf return
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jumps and then match to the anecdotal history bfigal news arrivals in Hong Kong (Chan and We9#6;
Kim and Mei, 2001).

" The effect of political risk on foreign direct istment is well documented. See Clare and Gand@)2and
references therein.

" While previous studies mentioned above have aedlyise impact of political risk on market returns @
cross-sectional basis focusing on return diffeedsithcross extreme deciles of countries sortedrbghanges,
this article is the first to characterize the dymamesponse of local market return to a shock inuBRRg VAR

framework and to differentiate the effect of upgraand downgrades.

" For more details on the methodology and compasitithe PR index, see Erb et al. (1996) and Bilsioal.
(2002).

YIn fact, we defineA(L) to consist of three blocks, namely, PR and a third block of endogenous variables
NF andR.

Y The standard deviation of PR upgrades is 0.019ifewvthat of PR downgrades is 0.0173, hence the
difference in magnitudes of responses in Figurarthot be attributed to the possibility that negatmpulses
to PR are larger in magnitude than positive impilse
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