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The main objective of the project was to explore methods that allow us to
create simplified models from large, often chaotic structures by extracting the
essence and filtering out noise—thereby leading to a better understanding of the
structure. Among classical methods, this includes principal component analysis
and Szemerédi’s regularity method, along with various generalizations. Within
the project, we further generalized these methods and connected them in novel
ways.

The structures analyzed in the project can be described using graphs, Markov
operators, time series, dynamical systems, and functions defined on groups. This
motivates the focus of our theoretical research on higher-order Fourier analysis,
ergodic theory, the theory of graph limits, and group theory.

However, the development of deep learning complements the project’s topic
with an intriguing perspective. In neural networks, simplified, low-dimensional
models of large data sets appear, which can be regarded as far-reaching general-
izations of principal component analysis. For this reason, we placed significant
emphasis on incorporating a machine learning perspective as well. This also in-
cludes the question of how neural representations evolve during the learning pro-
cess.

Results in higher-order Fourier analysis: Within the framework of the project,
we placed significant emphasis on the development of higher-order Fourier anal-
ysis from both theoretical and practical perspectives. The main motivation for
this is that classical Fourier analysis is a key method in both theoretical and ap-
plied mathematics, so we may hope that its higher-order generalization could also
become a fundamentally important tool. We explored this area in great depth



through a series of articles spanning nearly 400 pages [, 2, 13, 4, 15, 16, [7, 18]. In
these articles we reached the following goals.

We further advanced nilspace theory which is the algebraic foundation of
higher-order Fourier analysis. Using these results we proved inverse theo-
rems for the Gowers norms in various families of Abelian groups[1, 2, 4, 6,

8.

We analized the problem of arithmetic exchangeability and provided a full
description of affine [F5-exchangeable probability measures. Note that this
is an extension of the famous De Finetti theorem known from statistics and
probability theory [3].

In the theory of dynamical systems, we described the structure of F,)-systems
of order k with methods in higher-order Foureire analysis [3]].

We further developed the nilspace approach to higher-order Foureir anal-
ysis (see Figure 1). We introduiced a new form of regularization using
low dimensional nilspace representations and used it to prove a general
arithmetic regularity theorem. Our publication appeared in the prestigious
Crelles Journal [8]].

Based on all of the previous theoretical result, we developed efficient algo-
rithms in higher-order Fourier analysis that can be used for decomposing
functions into higher order harmonic functions, higher-order denoising of
time series and time series prediction [4], see also Figure 2.

algebraic & topological part analytic part
finite abelian group \F_l 7. C ‘ nilspace polynomial
1 (4
nilspace morphism — ¢ |f — F o ¢|yes+: = 0
v F Ao
X > C Approximation in
k-step CFR nilspace the U**'-norm

Figure 1: The nilspace approach to k-th order Fourier analysis
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Figure 2: Removing added random noise from a quadratic structured function by the
spectral algorithm on the cyclic group Zspo. A window of length 50 is plotted for il-
lustration. In this example, the function f(i) := sin(8i? + 3i + 1), i € [500] (green
graph) is perturbed by random noise, resulting in the function ¢ = f + r (red graph). The
spectral algorithm is applied to g and the reconstruction fo of f (blue graph) is obtained
by the projection of g to the space spanned by the 6 leading eigenvectors of the operator
constructed from g. The plot highlights the reconstruction error | f (i) — f2(7)|.

Results in graph limit theory, probability theory and related fields: One of the
biggest challenges in graph limit theory is to generalize results from the most com-
plete limit theory—namely, dense graph limit theory—to sparse graph sequences.
It was known before the start of the project that Markov operators can be used
to represent sparse graph limits. However, sparse graph limit theory lacked sub-
graph densities, which are defined by Feynman-type integrals in the dense setting.
A major breakthrough of the project was the generalization of subgraph densities
to singular Markov kernels (satisfying certain smoothness conditions) represent-
ing sparse graph limits. Our publication [9] appeared in the top journal Advances
in Mathematics. A closely related result [[10] introduced natural probability distri-
butions on orthogonal representations of graphs and calculated subgraph densities
for special Markov kernels arising for high dimensional spheres. Note that in-
troducing subgraph densities for sparse graph sequences opens up the intriguing
possibility that Szemerédi’s regularity lemma can be pushed into the sparse regime
in a novel way. In this sense, our results motivate new research in dimension re-
duction of sparse structures.

Another important question in graph limit theory concerns random graphs. It



is not know if random d-regular graphs converge in the stronger local-global topol-
ogy (it is easy to see that they converge in Benjamini-Schramm topology). How-
ever it is known that this question is equivalent with describing certain automor-
phism invariant processes (called typical processes) on the infinite d-regular tree.
This correspondence creates an interesting connection between random graph the-
ory and dynamical systems. We made significant progress in this question by
giving new entropy based conditions for typical processes in [11].

Results in deep learning: An important goal of the project was to lay the ground-
work for a theoretical understanding of neural representations. In particular, use-
ful low-dimensional representations of complex data emerge during the training
process, making it natural to investigate training dynamics from a mathematical
perspective. One of the main questions is to describe the evolution of the so-
called neural tangent kernel. We conducted extensive computer experiments that
revealed several intriguing phase transitions in the evolution of the quasidimen-
sion (a relaxed notion of rank) of the neural tangent kernel. These results are parts
of an ongoing and yet unfinished research direction. In another related project we
investigated neural tangent kernels in overparametrized learning situations [13].
We investigated the space of gradients coming from different momentum opti-
mizers and developed a new adaptive optimization algorithm [14]. We conducted
research related to the information theoretic aspects of machine learning and stu-
did opptimal transport with f-divergence regularization [12]].

Higher order theories: Motivatied by higher-order Fourier analysis, and classi-
cal representation theory of compact gropups, we introduced a novel higher order
generalization of group theory [15] which is related to algebraic topology, cat-
egory theory and potentially to mathematical physics. The development of this
new theory is still in an early phase but there are promising sings for interesting
applications.

Remarks: Some of the papers produced by the project have not yet been accepted.
In certain cases it is due to the long referee process. In other cases it is due to risky
journal and conference choices. Those papers will be sent to other journals and
eventually published. There are also unfinished parts of the project, notably the
research direction related to tensor networks. We accumulated manuscripts and
partial results in this direction but publication is delayed.

Acknowledgement : The PI of the project is very grateful for the funding which
was crucial for this research project.
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